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Finite element Galerkin Method

∂tU +R(U) = 0

1 approximate solution in terms of some basis/trial functions

U(x, t) ≈ Uh(x, t) =
∑
j

Ujφj(x)

2 satisfy PDE in a weak manner: make residual orthogonal to all test
functions=trial functions∫

Ω
[∂tUh +R(Uh)]φi(x)dx = 0, ∀φi

φi discontinuous =⇒ discontinuous Galerkin method
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DG for hyperbolic problems
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DG in 1-D

Conservation law in 1-D

Ut + F (U)x = 0, x ∈ [a, b], t > 0

Partition domain [a, b] into disjoint elements

1
2

M + 1
2

1 Mee − 1 e + 1

e − 1
2

e + 1
2

Iex = a x = b

Ie = [xe− 1
2
, xe+ 1

2
], he = xe+ 1

2
− xe− 1

2
, [a, b] = ∪eIe

Inside each element, approximate solution by polynomial of degree N ≥ 0

x ∈ Ie : Uh(x, t) = U e(x, t) =

N∑
i=0

U e
i (t)φei (x) ∈ PN (x)

{φe0, φe1, . . . , φeN} is a basis for PN .
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DG in 1-D

The solution Uh is allowed to be discontinuous at the element boundaries.

e − 1
2

e + 1
2

Ie−1 Ie Ie+1

Ue−1(x)

Ue(x)

Ue+1(x)

i.e.,

U e(xe+ 1
2
) 6= U e+1(xe+ 1

2
)
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DG in 1-D

Galerkin method ∫
Ie

[Ut + F (U)x]φeidx = 0

Perform integration by parts: i = 0, 1, . . . , N

d

dt

∫
Ie

U eφeidx−
∫
Ie

F (U e)
∂φei
∂x

dx+ (Fφei )x=x
e+1

2

− (Fφei )x=x
e− 1

2

= 0

Approximate flux at x = xe+ 1
2

by a numerical flux function F̂

F (xe+ 1
2
, t) ≈ Fe+ 1

2
(t) = F̂ (U e(xe+ 1

2
, t),U e+1(xe+ 1

2
, t))

First term is ∫
Ie

U eφeidx =

∫
Ie

N∑
j=0

U e
j φ

e
jφ
e
idx =

N∑
j=0

M e
ijU

e
j
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DG in 1-D

Mass matrix M e ∈ R(N+1)×(N+1)

M e
ij =

∫
Ie

φeiφ
e
jdx

System of ODE

M e dU e

dt
+Re(U e−1, U e, U e+1) = 0

where for i = 0, 1, . . . , N

Rei = −
∫
Ie

F (U e)
∂φei
∂x

dx+ Fe+ 1
2
φei (xe+ 1

2
)− Fe− 1

2
φei (xe− 1

2
)

Integrate ODE using SSPRK schemes [45]
Popularized in a series of papers by Cockburn & Shu [17], [16], [15], [19]
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Some remarks

1 Method is conservative

2 Numerical fluxes are same as those used in finite volume methods
I upwind/Riemann solver based fluxes must be used

3 Smooth solutions
‖U −Uh‖ = O(hN+1)

4 Each element is coupled to its left and right neighbor only, via
numerical flux

5 Same stencil {e− 1, e, e+ 1} for all order of accuracy

6 Evolve entire polynomial solution, not just cell average
I No solution reconstruction required

7 High order upto the boundary
I no need to change scheme near boundary

8 Low dissipation and dispersion errors

9 Fixed, compact stencil, high arithmetic intensity: good for HPC
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Implementation details: mapped elements, modal basis

Define basis functions on a reference element, e.g., [−1, 1]

Ie → [−1, 1], ξ =
x− xe

1
2he

∈ [−1, 1]

Modal basis: basis of orthogonal polynomials

Pi = Legendre polynomial of degree i

φei (x) = φi(ξ) =
√

2i+ 1Pi(ξ)

Mass matrix is diagonal

M e = heIN+1, IN+1 = (N + 1)× (N + 1) identity matrix

Example: degree N = 1

U e
h = U e

0 +U e
1 ξ = U e

0 +U e
1

x− xe
1
2he

U e
0 = cell average, U e

1 = undivided slope
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Implementation details: mapped elements, nodal basis

Choose N + 1 distinct points in reference element [−1, 1]

−1 ≤ ξ0 < ξ1 < . . . < ξN ≤ +1

Basis functions are Lagrange polynomials

φei (x) = `i(ξ) =

N∏
j=0,j 6=i

ξ − ξj
ξi − ξj

, `i(ξj) = δij =

{
1 i = j

0 otherwise

Coefficients are nodal solution values

U e(ξ) =

N∑
j=0

U e
j `j(ξ), U e

j = U e(ξj)

Nodes are usually taken to be Gauss-Legendre or Gauss-Lobatto-Legendre
quadrature points
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Implementation details: quadrature

• Integrals: need numerical quadrature due to non-linear flux functions

• Optimal accuracy: quadrature rule for flux integral must be exact for
polynomials of degree atleast 2N .

• Gauss-Legendre or Gauss-Legendre-Lobatto quadrature
use Q = N + 1 point rule

• Mass matrix can also be computed by quadrature
• Nodal basis of GL nodes; use same nodes for quadrature

I mass matrix is exact (1-D)
I mass matrix is diagonal

• Nodal basis of GLL nodes; use same nodes for quadrature
I mass matrix is not exact
I mass matrix is diagonal
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Example: linear advection
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k=1, t=100π, solid line: exact solution;
dashed line / squares: numerical solution
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k=6, t=100π, solid line: exact solution;
dashed line / squares: numerical solution
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DG for parabolic problems
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DG for heat equation: ut = uxx

∫
Ie

φei∂tuhdx+

∫
Ie

(∂xuh)(∂xφ
e
i )dx+ (φei∂xuh)e− 1

2
− (φei∂xuh)e+ 1

2
= 0

Question: How to approximate heat flux (∂xuh)e+ 1
2

?

(∂xuh)e+ 1
2

=
1

2
[(∂xuh)−

e+ 1
2

+ (∂xuh)+
e+ 1

2

]

March 3, 2003 9:58 WSPC/103-M3AS 00256

400 M. P. Zhang & C.-W. Shu
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Fig. 2.1. The numerically inconsistent discontinuous Galerkin method (2.8) applied to the heat
equation (2.1) with an initial condition u(x, 0) = sin(x). t = 0.7. Third-order Runge–Kutta in
time with small ∆t so that time error can be ignored. Numerical solutions with 40 cells (circles)
and 320 cells (dashed lines), vs. the exact solution (solid line). (a) k = 1; (b) k = 2.

stepping can also be used if the small time step restriction for stability is a concern,

however in practice the discontinuous Galerkin method is more useful for convection

dominated convection diffusion problems, such as the Navier–Stokes equations with

a high Reynolds number, hence explicit time stepping is usually preferred.

It is verified numerically in Ref. 19, see also Ref. 12, that this formulation leads

to numerically stable but inconsistent solutions. In Fig. 2.1 we plot the numerical

solution with 40 and 320 cells versus the exact solution, for the two cases k = 1 and

2 (piecewise linear and piecewise quadratic cases) at t = 0.7. We can see that the

numerical solutions seem to converge with mesh refinements but have O(1) errors

when comparing with the exact solution.

We remark that this is indeed a “pitfall” for the discontinuous Galerkin method

applied to diffusion equations. It is very dangerous that the scheme (2.8) produces

numerically stable but completely incorrect solution. If one does not know the exact

solution, even if one does a mesh refinement study, one could still conclude incor-

rectly that the method is convergent. If the method is used to solve the complicated

Navier–Stokes equations and produces beautiful color pictures, one would not be

able to tell that the result is actually wrong (that is why this incorrect method was

used in the engineering literature)!

2.2. Second formulation

If we rewrite the heat equation (2.1) as a first-order system

ut − qx = 0 , q − ux = 0 , (2.10)

we can then formally use the same discontinuous Galerkin method for the convec-

tion equation to solve (2.10), resulting in the following scheme: find u, q ∈ V∆x such
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Zhang & Shu [48]
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DG for parabolic problems

Two methods for stable and accurate schemes
• Interior penalty methods

I Primal method, no extra variables
I Add extra terms to get stability: symmetric and non-symmetric IP
I Elliptic/parabolic: Douglas/Dupont [23], Arnold [2]
I Navier-Stokes: Hartmann [34], Chandrashekar [10]1

• Mixed methods
I Write as first order system

ut = qx, q = ux

Apply DG scheme to this system
I Both u and q can be computed accurately

• Unified analysis presented in [3]

1Based on KFVS: see my slides
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DG for parabolic problems: mixed methods

ut = qx, q = ux

Approximate both u and q using piecewise polynomials

u ≈ uh ∈ PN , q ≈ qh ∈ PN

Integrate by parts on one element∫
Ie

φei
∂uh
∂t

dx+

∫
Ie

qh
∂φei
∂x

dx+ φei (x
+
e− 1

2

)qe− 1
2
− φei (x−e+ 1

2

)qe+ 1
2

= 0

∫
Ie

φei qhdx+

∫
Ie

uh
∂φei
∂x

dx+ φei (x
+
e− 1

2

)ue− 1
2
− φei (x−e+ 1

2

)ue+ 1
2

= 0

Require numerical fluxes: ue+ 1
2

, qe+ 1
2
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DG for parabolic problems: Numerical fluxes

BR1 scheme (Bassi & Rebay [5])

ue+ 1
2

=
1

2
(u−
e+ 1

2

+ u+
e+ 1

2

), qe+ 1
2

=
1

2
(q−
e+ 1

2

+ q+
e+ 1

2

)

• Sub-optimal error: ‖u− uh‖ = O(hN )

• Large stencil: neighbour of neighbour

• Odd-even decoupling

BR2 scheme [9]

• local lifting operator to define face-based flux

• compact stencil: face neigbours only

• optimal order accuracy for all degree
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DG for parabolic problems: Numerical fluxes

LDG scheme: alternating
flux (Cockburn & Shu [18])

ue+ 1
2

= u−
e+ 1

2

, qe+ 1
2

= q+
e+ 1

2

• Optimal accuracy:
‖u− uh‖ = O(hN+1) for
all N

• Smaller stencil

CDG scheme: (Persson &
Peraire [43])

3.2. Formulation for the Navier-Stokes equations
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Figure 3.4.: Comparison of rate of convergence for BR1, LDG and BR2 scheme.

Under the prevailing circumstances, we finally have chosen the bold face and in red
highlighted schemes no. 3 and 5, the LDG and the BR2 approach for implementing into
our DG C++ code. A first validation of our implementation is done by implementing the
BR1, LDG and BR2 schemes in one dimension. The convergence behaviour, obtained
by analysing the heat equation problem (3.7), is shown in figure 3.4, see appendix D.1
for tabulated results. We can verify the theoretical facts of [8, 7] , summarised above.
The LDG as well as the BR2 scheme achive optimal order of convergence for all ansatz
orders, whereas the BR1 method only achieves suboptimal orders of convergence. We
can state here, that the implementation of further schemes is easy anyway, because of
the distinct similarities of the DG schemes and the flexible (object-oriented) code design.

35

(Landmann [39])
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Fourier analysis
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Dissipation & dispersion property

For more details, see my DG notes

U eh(x, t) = Û exp(i(kxe − ωt)) =⇒ A(kh)Û = −iωhÛ

Ideal dispersion relation: ω = k, no dissipation, no dispersion.
Numerical dispersion relation:

Imag(ω) : dissipation Real(ω) : dispersion

0.0 0.2 0.4 0.6 0.8 1.0
K/

4.0
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3.0
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Dissipation: All modes, Degree, N = 2

0.0 0.2 0.4 0.6 0.8 1.0
K/
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r/(
N

+
1)

Dispersion: All modes, Degree, N = 2

Degree N = 2, physical mode is in green
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Dissipation & dispersion property

G. Mengaldo et al. / Computers and Fluids 169 (2018) 349–364 353 

Fig. 1. Numerical dispersion (left) and diffusion (right) curves for DG-based linear advection with standard upwind ( β = 1 ) for various polynomial orders ( P = 0 , . . . , 8 ). 
Dashed lines indicate the exact linear advection behaviour. 

Fig. 2. Counterpart of Fig. 1 , but according to the temporal approach (note inverted axes). 
Group velocities observed numerically will also display different 
behaviour since c/a = d ϖ / d κ, with c denoting the group veloc- 
ity (although this formula is only valid when diffusion is negligi- 
ble, see e.g. [45] ). Temporal analysis’ results indicate the possibility 
of both positive and negative group velocities, whereas the spatial 
analysis shows a monotonic rise in group velocity as the frequency 
increases. 

Regarding the frequency range of negligible dissipative effects, 
the values of ϖ! 1% marking a diffusion threshold of 1% damping 
factor per DOF crossed (named “the 1% rule” in previous studies 
[24,26] ) has been found to be remarkably close to the correspond- 
ing values of κ! 1% defined from temporal analysis. In fact, points 
per wavelength estimates have been found to agree to within 1–

2%, which for most practical purposes means that one can rely on 
the 1% rule estimates and tables presented in [24,26] . What re- 
mains to be established is whether the 1% rule remains as effective 
for under-resolved turbulence computations of spatially developing 
flows — as mentioned above, the dissipation rise with frequency 
observed from spatial analysis is not particularly sharp, especially 
at higher polynomial orders. This assessment is however left for 
future studies. 

We now turn our attention to upwinding effects on disper- 
sion and diffusion characteristics and discuss how the eigencurves 
are modified when the parameter β changes. It should be noted 
that a spurious (reflected) mode exists in addition to the phys- 
ical mode shown in Fig. 1 whenever β ̸ = 1, as first pointed out 

Mengaldo et al. [41]
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Dissipation & dispersion property

Dispersion: |Re(ω̃∗)− k̃| < 0.01

10 Z. Cheng et al. / Journal of Computational Physics 399 (2019) 108960

Table 3.1
Maximum resolved wave number and minimum number of unknowns per wave-
length for DG schemes, central FD schemes and the DRP scheme.

Scheme Wave number Unknowns per wavelength

DG-P 1 0.7716 8.1430
DG-P 2 0.9942 6.3193
DG-P 3 1.1567 5.4318
DG-P 4 1.2754 4.9266
DG-P 5 1.3653 4.6020
FD 2nd order 0.3925 16.0075
FD 4th order 0.7980 7.8733
FD 6th order 1.0841 5.7955
optimized 7-point DRP 1.2469 5.0390

computation as soon as they are generated. This is not possible for the original DRP scheme and other central FD schemes, 
as they are strictly non-dissipative. For this reason, an artificial selective damping (ASD) term was added to the DRP scheme 
[37]. In fact, it provides a dissipation term with dissipation coefficient inversely related to wavelength.

As for a DG scheme, for example, DG-P 1, we can see from Fig. 2.1 that the dissipative term exists for the scheme. 
Therefore, the short wave components of the solution can be automatically removed without any modification. Examples 6.4
and 6.5 in section 6 illustrate this point.

4. Group velocity consideration and numerical stability

In section 3, we have given the relation between Re(ω̃) and k̃ of several DG and FD schemes. The phase velocity is 
defined by

cp = Re(ω̃)

k̃
(4.1)

and it represents the propagation speed of each single wave. However, in order to study the effect of numerical schemes on 
high frequency waveforms more accurately, we need to introduce the concept of group velocity.

Considering that uh is related to k, we use uh(k, x, t) instead of uh(x, t). In order to establish the group velocity formula 
of DG solutions, we first propose the lemmas:

Lemma 4.1. If each eigenvalue of A is a single eigenvalue, uh(k, x, t) is continuous with respect to k in (−∞, ∞).

Proof. From (2.7), we know that we only need to prove that ω̄n(k), γn(k) and βmn(k) are continuous with respect to k. 
Noticing that every element of A and α are continuous with respect to k, from the matrix perturbation theory in [38], we 
know that eigenvalues, the left and right eigenvectors of A’s single eigenvalue are continuous with respect to the elements 
of A. Therefore, the desired results can be obtained. !

Lemma 4.2. Take k0 as an arbitrary positive number, when |k| > k0 , the following inequalities hold:

|uh(k, x, t)| < 2(q + 1)

√
(2q + 1)(q + 1)(k0h + π)

k0h
(4.2a)

∣∣∣∣
∂uh

∂t
(k, x, t)

∣∣∣∣ <
2(2q + 1)(q + 1)2

h

√
(q + 1)(k0h + π)

k0h
(2

√
2q + 1 +

√
2M0) (4.2b)

for all x ∈ (−∞, ∞) and t > 0. Here, M0 = max
s=0,1,··· ,q

||ϕ′
s(ξ)||L2(−1,1) .

Proof. The proof of this lemma is provided in the appendix; see section A. !

Based on Lemma 4.1 and Lemma 4.2, we can get the following theorem to describe the relationship between DG solutions 
of single and composite waves.

Theorem 4.1. Change the initial value of equation (2.1) to:

u(x,0) = f (x) (4.3)

Suppose that:

(Cheng & Shu [14])
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Dissipation & dispersion property

Dispersion error

Z. Cheng et al. / Journal of Computational Physics 399 (2019) 108960 9

Fig. 3.2. Dissipation coefficients for DG schemes.

Fig. 3.3. Relative errors of Re(ω̃) for DG schemes and central FD schemes.

real parts of dispersion relations for the DG schemes and some central FD schemes. Figs. 3.2 and 3.3 give the dissipation 
coefficients diagram and relative dispersion error diagram respectively. It can be seen that the DG schemes have better 
dispersive properties than the FD schemes and the increasing of the order of the DG schemes can reduce the dispersion 
error.

3.1. Long wave components

In order to better compare the dispersion properties of different schemes in long waves (waves for which k̃ is relatively 
small), we define the “well” resolved range of wave numbers by requiring

|Re(ω̃) − k̃| < 0.01

Then we can find the maximum resolved wave number and the corresponding minimum number of unknowns per wave-
length. Table 3.1 lists the maximum resolved wave numbers and minimum numbers of unknowns per wavelength for DG 
schemes and central FD schemes, respectively. This indicates that the DG schemes can resolve more small scale features 
than the same order FD schemes can and high order DG schemes can better resolve these small scale features.

3.2. Short wave components

For short wave components, their k̃’s are larger, and all schemes have large dispersion errors. Therefore, in order to 
ensure the reliability of the computation results, the short wave components must be automatically removed from the 

(Cheng & Shu [14])
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Dissipation & dispersion property

Group velocity

12 Z. Cheng et al. / Journal of Computational Physics 399 (2019) 108960

Fig. 4.1. Group velocity comparison for DG schemes and central FD schemes.

Fig. 4.2. An enlarged image for Fig. 4.1.

where θ = 1 corresponds to the numerical flux in the common upwind form. The stability of the scheme and the optimal 
error estimate are proved in the case of θ > 1/2. Our analytical method for dispersion properties of DG schemes can be 
easily applied to this kind of upwind-biased flux DG. At this time, (2.5) becomes:

ω̄βl = i(2l + 1)

h

q∑

m=0




1∫

−1

ϕmϕ′
l dξ + (θ + (1 − θ)eikh(−1)m)(−1 + e−ikh(−1)l)



βm (5.2)

The maximum resolved wave number and minimum number of unknowns per wavelength results for θ = 0.75 and θ = 2 are 
given in Table 5.1 and Table 5.2 respectively. From the results, we can see that the dispersion properties of upwind-biased 
DG schemes depend on both θ and the polynomial degree q.

Table 5.1
Maximum resolved wave number and minimum number of unknowns per 
wavelength for DG scheme with θ = 0.75.

Scheme Wave number Unknowns per wavelength

DG-P 1 θ = 0.75 0.5770 10.8885
DG-P 2 θ = 0.75 0.9333 6.7320
DG-P 3 θ = 0.75 1.3338 4.7108
DG-P 4 θ = 0.75 1.5967 3.9350
DG-P 5 θ = 0.75 1.3282 4.7305

(Cheng & Shu [14])
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Dissipation & dispersion property

Linear advection: Comprison of FD vs DG

Fig. 6.1. Comparisons between the numerical and exact solutions of the convective wave equation. b = 2, t = 400, hF D = 1, hDG−Pq = q + 1. Lines without 
square symbols correspond to exact solutions while lines with square symbols correspond to numerical solutions. The subgraphs from top to bottom on 
the left correspond to FD schemes of order 2, 4, 6, optimized 7-point DRP scheme, and the subgraphs from top to bottom on the right correspond to DG 
P1

− P4 . The bottom subgraph corresponds to DG-P5 .

(Cheng & Shu [14])
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Dissipation & dispersion property

• Comparison with compact schemes [1]

• One physical mode, several non-physical/parasitic modes

• Physical mode determines dominant behaviour at low wave-numbers

• All modes contribute to solution behaviour at large wave-numbers
I Non-modal analysis [25]
I Combined mode analysis [1]
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DG in multiple dimensions
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Types of basis functions

PN : complete polynomials

• Example: P1 = span{1, x, y}
• Used on triangles/tetrahedra

• Nodal Lagrange (many options) or modal (Jacobi polynomials)

QN : tensor product polynomials

• Example: Q1 = span{1, x, y, xy}
• Used on quadrilateral/hexahedra

• Nodal Lagrange (GL or GLL) or modal (tensor product of Legendre)

Basis functions defined on mapped elements

Basis functions defined on real elements: Taylor basis [40]
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Mappings

Map element K to reference
element K̂

x ∈ K, ξ ∈ K̂

FK : K̂ → K

x = FK(ξ)

E.g., K̂ = [0, 1]× [0, 1] if K
is a quadrilateral

1

2

3
4

K

x

y
ξ

η

1 2

34

K̂
FK

• K triangle/tetrahedron: FK is an affine map
• K quadrilateral/hexahedra: FK is bi/tri-linear map
• K can be curved element: FK given in terms of Lagrange

polynomials of degree M ≥ 1

x =

M∑
i=0

M∑
j=0

xij`i(ξ)`j(η)
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DG for 2-D NS

∂tU +∇ · F (U) = ∇ ·G(U ,∇U)

Write as first order system

∂tU +∇ · F (U) = ∇ ·G(U ,Q), Q = ∇U

Inside each element K, approximate by degree N polynomials

Uh =

N∑
i=0

N∑
j=0

UK
ij φi(ξ)φj(η), Qh =

N∑
i=0

N∑
j=0

QK
ijφi(ξ)φj(η)

n+

K
Ke

e

U−
h

U+
h
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DG for 2-D NS

Multiply by test function Φh and integrate on element K∫
K

(Φh∂tUh − F (Uh) · ∇Φh +G(Uh,Qh) · ∇Φh)dx

+
∑
e∈∂Ki

∫
e

Φ−h [F (U−h ,U
+
h ,n

+)−G(U−h ,Q
−
h ,U

+
h ,Q

+
h ,n

+)]ds

+
∑
e∈∂Kb

∫
e

Φh[F (Uh,Ub,n)−G(Uh,Qh,Ub,Qh,n)]ds = 0

∫
K

(ΦhQh +Uh∇Φh)dx−
∑
e∈∂Ki

∫
e
U(U−h ,U

+
h )Φ−hn

+ds

−
∑
e∈∂Kb

∫
e
UbΦhnds = 0

Each Φh is of the form φi(ξ)φj(η), 0 ≤ i, j ≤ N
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DG for 2-D NS

F (U−h ,U
+
h ,n

+): inviscid numerical flux

BR1 scheme

U(U−h ,U
+
h ) =

1

2
(U−h +U+

h )

G(U−h ,Q
−
h ,U

+
h ,Q

+
h ,n

+) =
1

2
[G(U−h ,Q

−
h ,n

+) +G(U+
h ,Q

+
h ,n

+)]

Gassner et al. [30] show stability of this scheme for GLL nodes.

LDG scheme

U(U−h ,U
+
h ) = U−h

G(U−h ,Q
−
h ,U

+
h ,Q

+
h ,n

+) = G(U+
h ,Q

+
h ,n

+)

Time stepping: Explicit RK or implicit schemes
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Inviscid isentropic vortex

10 K. Schaal et al.

K K

SK

NK

EKWK

Figure 4. Definition of neighbours in the slope-limiting procedure at AMR boundaries, shown for the 2D version of TENET. The neighbours of cell K on the
left are on a finer level. For the slope limiting of cell K, the node weights are used, which are calculated by projecting the solutions of the subcells onto the
encompassing node volume WK . The right neighbour of cell K on the other hand is here a coarser cell; in this case, the solution of this neighbour has to be
projected onto the smaller volume EK . In the slope limiting routine of TENET, this is only done in a temporary fashion without actually modifying the mesh.
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Figure 5. Left-hand panel: L1 error norm as a function of linear resolution for the two-dimensional isentropic vortex test. Each data point corresponds to
a simulation, and di↵erent colours indicate the di↵erent methods. We find a convergence rate as expected (dashed line) or slightly better for all schemes,
indicating the correctness of our DG implementation. Middle panel: the same simulation errors as a function of degrees of freedom (DOF), which is an
indicator for the memory requirements. For our test runs the higher order DG methods are more accurate at the same number of DOF. Right-hand panel: L1
error norm versus the measured run time of the simulations. The second order FV implementation (FV-2) and the second order DG (DG-2) realization are
approximately equally e�cient in this test, i.e. a given precision can be obtained with a similar computational cost. In comparison, the higher order methods
can easily be faster by more than an order of magnitude for this smooth problem. This illustrates the fact that an increase of order (p-refinement) of the
numerical scheme can be remarkably more e�cient than a simple increase of grid resolution (h-refinement).

5 VALIDATION

In this section, we discuss various test problems which are either
standard tests or chosen for highlighting a specific feature of the
DG method. For most of the test simulations, we compare the re-
sults to a traditional second order FV method (FV-2). For definite-
ness, we use the AREPO code to this end, with a fixed Cartesian
grid and its standard solver as described in Springel (2010). The
latter consists of a second order unsplit Godunov scheme with an
exact Riemann solver and a non-TVD slope limiter. Recently, some
modifications to the FV solver of AREPO have been introduced for
improving its convergence properties (Pakmor et al. 2015) when
the mesh is dynamic. However, for a fixed Cartesian grid, this does

not make a di↵erence and the old solver used here performs equally
well.

There are several important di↵erences between FV and DG
methods. In an FV scheme, the solution is represented by piece-
wise constant states, whereas in DG the solution within every cell
is a polynomial approximation. Moreover, in FV a reconstruction
step has to be carried out in order to recreate higher order infor-
mation. Once the states at the interfaces are calculated, numerical
fluxes are computed and the mean cell values updated. In the DG
method, no higher order information is discarded after completion
of a step and therefore no subsequent reconstruction is needed. DG
directly solves also for the higher order moments of the solution

MNRAS 000, 1–23 (2015)

(Schaal et al. [44])
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Advection of square profile (Schaal et al. [44])
Discontinuous Galerkin hydrodynamics 15
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initial conditions FV-2, t=1 FV-2, t=10

DG-2, t=1 DG-2, t=10 DG-3, t=10

DG-3, t = 10.0

Figure 8. Density maps and centred slices for the advection test with 642 cells: a fluid with a square-shaped overdensity in hydrostatic equilibrium is advected
supersonically, crossing the periodic box several hundred times. The FV-2 method shows large advection errors in this test and the square is smeared out
completely by t = 10. On the other hand, the advection errors in the DG method become small once the solution is smooth. DG-3 shows less di↵usion than
DG-2 due to the higher order representation of the advected shape. The time evolution of the density errors for the three simulations is shown in Fig. 9.

Hopkins 2014). For the initial conditions, we choose a � = 7/5
fluid with ⇢ = 1, p = 2.5, vx = 100, and vy = 50 everywhere, except
for a squared region in the centre of the two-dimensional periodic
box, (x, y) 2 [0, 1]2 with side lengths of 0.5, where the density is
⇢s = 4. The test is run with a resolution of 642 cells until t = 10,
corresponding to 1000 transitions of the square in the x-direction
and 500 in the y-direction.

In Fig. 8, we visually compare the results obtained with DG-2,
DG-3, and the FV-2 scheme. Already at t = 1, the FV method has
distorted the square to a round and asymmetric shape, and at t = 10,

the numerical solution is completely smeared out2. In comparison,
DG shows fewer advection errors, and a better approximation of the
initial shape can be sustained for a longer time. Especially, the run
with third order accuracy produces a satisfying result. Note that due

2 In our FV-2 method, the overdensity moves slightly faster in the direction
of advection and is clearly not centred any more at t = 10. We have inves-
tigated this additional error and found that its occurrence depends on the
choice of the slope limiter. Either way, the solution is completely washed
out and the FV-2 method does not provide a satisfying result in this test.

MNRAS 000, 1–23 (2015)
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Inviscid Kelvin-Helmholtz with AMR (Schaal et al. [44])
18 K. Schaal et al.

0.8 1.2 1.7 2.1�

Figure 11. High-resolution KH simulation with DG-4 and AMR at time t = 0.8. The simulation starts with 642 cells (level 6) and refines down to level 12,
corresponding to an e↵ective resolution of 40962. We illustrate the AMR levels in Fig. 12. The mesh refinement approach renders it possible to resolve fractal
structures created by secondary billows on top of the large-scale waves. Furthermore, as can be seen in the bottom panel, the solution within every cell contains
rich information, consisting of a third order polynomial. A movie of the simulation until t = 2 may be accessed online: http://youtu.be/cTRQP6DSaqA

MNRAS 000, 1–23 (2015)
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Boundary approximation
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True boundary

Isoparametric element

262 BASSI AND REBAY

FIG. 7. Mach isolines around a circle with P1Q1 elements on the 64 3 16 grid.

FIG. 8. Mach isolines around a circle with P1Q1 elements on the 128 3 32 grid.

265SOLUTION OF 2D EULER EQUATIONS

FIG. 12. Mach isolines around a circle with P1Q2 elements on the 128 3 32 grid.

direction along curved boundaries. However, our computations seem to indicate
that a quadratic representation of the boundary is mandatory in order to obtain
accurate solutions.

4.1.2. Higher Order Accurate Computations

We next present the result obtained with P2Q2 and P3Q3 isoparametric elements.
Because of the inaccuracy already shown by the P1Q1 computations, no attempt
has been made to use a linear geometric mapping in conjunction with high-order
interpolation functions for the unknowns. The results of additional test calculations

TABLE I
L2 Entropy Errors and Orders of Convergence for the P1Q2, P2Q2, and

P3Q3 Computations of the Flow around a Circle on Four Successive Grids

Erra Errb Errc Errd Ordab Ordbc Ordcd

P1Q2 0.710 3 1021 0.102 3 1021 0.153 3 1022 0.231 3 1023 2.78 2.74 2.73
P2Q2 0.135 3 1021 0.941 3 1023 0.649 3 1024 0.614 3 1025 3.84 3.86 3.40
P3Q3 0.818 3 1022 0.415 3 1023 0.182 3 1024 4.30 4.51

Note. The indices a, b, c, and d indicate the 16 3 4, 32 3 8, 64 3 16, and 128 3 32 grids, respectively.
Ordab , indicates the order of convergence obtained by comparing the solutions of grid a and of grid b
and is computed as Ordab 5 log(Erra/Errb)/log(ha/hb), h being the mesh size of the grid.

(Bassi & Rebay [6])
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NACA0012 airfoil, M=0.5, AOA=0 deg.

Re=5000

Re=10000

N=3, 1444 cells

21

Wake instability due to compressibility effects [8]
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High order meshes
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Winslow-based mapping2Winslow-based mapping
2 M. Fortunato, P.-O. Persson / Journal of Computational Physics 307 (2016) 1–14

Fig. 1. Winslow equations in 2D: obtained by enforcing the computational coordinates to be harmonic, that is, the equations !ξ(x, y) = 0 and !η(x, y) = 0
are rewritten and solved in the computational space.

For simple cases such as well-resolved isotropic triangular elements, a local approach of simply conforming the bound-
ary of elements which are in contact with the curved boundary will oftentimes generate adequate curved meshes. However, 
for more complex 3D domains and large unstructured simplex elements, such an approach would in general produce low-
quality or inverted elements. In addition, high-order methods are often used for problems which need coarse and highly 
anisotropic elements, therefore in order to produce good quality meshes we need to approach the problem of generating 
high-order curved meshes in a global fashion.

Previous work on curved mesh generation include Refs. [3,12,23], where various algorithms for curvilinear meshing are 
proposed. These methods identify mesh entities that produce invalid elements, and eliminate these problems by a com-
bination of local mesh refinements, edge and face swaps, and node relocations. In Ref. [24], some further options were 
proposed, including hybrid meshing using prism elements close to the curved boundary, and a curvature-based refinement 
procedure. Methods based on a solid mechanics analogy have also been proposed, such as the linear elasticity approaches in 
Refs. [14,15,30,13] or the Lagrangian nonlinear elasticity method of Ref. [18]. Finally, several authors have recently consid-
ered an optimization perspective, where the goal is to maximize a Jacobian-based quality measure which penalizes invalid 
and distorted elements, see for example Refs. [28,19,5,6].

While many of these methods are highly resistant to inverted elements and typically produce good quality meshes, they 
can be computationally expensive in the presence of boundary layers. One of the motivations of this work is to develop 
methods which allow for more efficient solvers. In an attempt to reduce computational costs while not significantly de-
crease the element quality, we propose the generation of unstructured high-order meshes by solving the classical Winslow 
equations. These are second-order nonlinear elliptic partial differential equations which are obtained by enforcing the com-
putational coordinates to be harmonic. More specifically, choosing the computational domain (with known coordinates ξ ) 
to be a linear approximation of the physical domain (with unknown coordinates x); we denote the mapping between the 
two domains by ξ = ξ(x) and x = x(ξ ). The Winslow equations are then obtained by rewriting the equations !xξ(x) = 0 in 
the computational space; where ! denotes the Laplace operator (see Fig. 1). These equations are solved using a nonlinear 
Picard approach to obtain the desired physical coordinates. The continuous form of these equations is known to have the 
desirable property that it defines a smooth mapping for sufficiently regular boundary deformations. Although there is no 
guarantee that the approach will produce a non-inverted mapping when discretized on a finite-dimensional function space, 
it does in general produce well-shaped curved meshes when the mesh resolution is reasonable compared to the level of 
deformation.

Solving the Winslow equations (or elliptic mesh generation) is a well-known tool used in the generation of structured 
meshes. Grids based on the Winslow equations are the so-called Laplace or Harmonic grids and were first introduced by 
A. Winslow [29], and have been studied extensively since them, see for example [27,26,10,2]. While often solved in a finite 
difference setting, a variational formulation for the equations was derived in [1]. Approaches using finite element and finite 
volume methods for mesh smoothing were previously developed for example in Refs. [7–9]. However, we note that these 
unstructured extensions are typically used for mesh improvement and smoothing of linear meshes, and not for the curved 
mesh generation problem.

In this paper, we describe a new continuous Galerkin finite element formulation of the standard Winslow equations, 
which we use for generation of well-shaped high-order unstructured curved meshes. Compared to other finite element 
formulations in the literature, our discretization attempts to directly mimic the non-conservative form used by most finite 
difference solvers, which allows for a highly efficient Picard solver. This is achieved by splitting the equations into a system 
which defines the weak derivatives of the metric tensor in the same discretization space as the mesh deformation, and 
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which leads to the following simple form of the Winslow equations in physical coordinates:

gij∂i∂ jxk = 0 for k = 1, . . . ,n, (4)

where, again, gij are defined through the relation gij g jk = δik and gij = ∂i xk∂ j xk .
Note that equations (4) form a nonlinear system, since the contravariant metric tensor depends on the unknown solu-

tion x. One of the main advantages of this particular formulation is that it allows for a highly efficient solution strategy 
using Picard iterations, where the components of gij are computed from an old solution and a linear problem is solved for 
a new improved solution.

However, because of the non-conservative form, it is not obvious how to discretize equations (4) using a finite element 
approach. In our formulation, we address this by rewriting the equations as a system involving both x and the new variables 
α defined as the negative derivatives of the contravariant metric tensor. Assuming sufficient smoothness of the solution 
fields, we can then rewrite the Winslow equations as a conservative second-order term plus a first order term involving α, 
to obtain the final form of our governing equations:

∂i(gij) + α j = 0, for j = 1, . . . ,n, (5)

∂i(gij∂ jxk) + α j∂ jxk = 0, for k = 1, . . . ,n. (6)

As mentioned before, we impose standard Dirichlet conditions on the solution field x on the entire boundary of the 
computational domain:

x(ξ) = xbnd(ξ), ξ ∈ ∂C, (7)

where xbnd(ξ) represents the true curved boundary.

3. Discretization and solution method

3.1. Finite element formulation

Our finite element discretization is based on a standard continuous Galerkin formulation of the split form (5)–(6) of 
the Winslow equations. Continuous and piecewise polynomial approximation spaces of a given degree p are used for both 
α and x. After integrating by parts, we reduce the regularity requirements and obtain a formulation of this second-order 
system which is well-defined even for linear elements.

First, we define the elements of the straight sided mesh for the computational domain C ,

Th = {K1, K2, . . . },
where C = ∪K∈Th K . On this triangulation, we define the space of n continuous piecewise polynomials of degree p by

V p
h = {v ∈ [C0(C)]n | v|K ∈ [Pp(K )]n ∀K ∈ Th},

where Pp(K ) is the space of polynomials of degree at most p ≥ 1 on K . We also introduce the subspace of functions in V p
h

satisfying the non-homogeneous Dirichlet conditions

V p
h,D = {v ∈ V p

h , v|∂C = xp
bnd},

as well as the homogeneous Dirichlet boundary conditions

V p
h,0 = {v ∈ V p

h , v|∂C = 0}.

Here xp
bnd is a suitable projection of xbnd onto the space of piecewise polynomials of order p defined over ∂C . In this work, 

we use a standard nodal interpolant.
Our finite element formulation of (5)–(6) seeks approximate solution fields αh ∈ V p

h and xh ∈ V p
h,D . First consider equa-

tion (5). Multiply by an arbitrary test function z = (z1, . . . , zn) ∈ V p
h , integrate over the domain C , and integrate by parts, to 

obtain the corresponding finite element formulation: Find αh = (αh
1, . . . , αh

n ) ∈ V p
h such that

∫

C

αh
j z j dV =

∫

C

gi j∂i z j dV −
∫

∂C

gi jn̂i z j dS, (8)

for all z ∈ V p
h , where n̂ = (n̂1, . . . , ̂nn) is the outward normal at the domain boundary ∂C and the components gij are defined 

by element-wise differentiation of the approximate solution xh . The system (8) is discretized using a standard nodal finite 
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Inviscid flow over cylinder

Fig. 10. Mach isolines under p-refinement on 16 · 4 grid. Circular cylinder, p = 1,2,3,4 from left to right and from top to bottom,
DM = 0.038.

Fig. 11. Velocity near surface (left) and zoom at a stagnation point (right). Circular cylinder, p = 2, 32 · 8 mesh.
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16× 4 mesh, degrees 1, 2, 3, 4 (Krivodonova & Berger [37])
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Inviscid flow over cylinder

h vs p refinement

mesh required 40 times less CPU time than the linear approximation on the finest mesh. The advantage of
the higher-order method is self-evident here.

We performed numerical experiments with flow around elliptic cylinders that produced qualitatively sim-
ilar results. They are not reported here to save space.

5.3. Flow around NACA0012 airfoil

In contrast with the previous examples, where the exact boundary was described by circles, an error is
introduced by the numerical approximation of the normals to the physical boundary for a NACA0012. It
does not appear to affect the accuracy much. The only change that was made for this example was to make
sure that one mesh point was located exactly at the end point of the airfoil. As already described in Section
4, the curvature of the two boundary elements containing the end point was computed using one-sided
approximation, i.e., involving only one adjacent boundary edge lying on the same (upper or lower) half
of the airfoil. A more sophisticated reconstruction of the geometry might be necessary for more complex
cases; see for example [16].
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Fig. 14. L2 error in total pressure on the surface as a function of degrees of freedom, h- and p-refinement, circular cylinder.
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Fig. 15. Total mass loss as a function of degrees of freedom, h- and p-refinement, circular cylinder.

508 L. Krivodonova, M. Berger / Journal of Computational Physics 211 (2006) 492–512

L2 error of total pressure on cylinder surface as function of number of
degrees of freedom (Krivodonova & Berger [37])
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Inviscid flow over ellipse
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Figure 8. Closeup of Mesh 1 for the ellipse problem.

the ellipse. We consider two meshes where the mesh spacing at
the wall is equal to 0.02 for mesh 1 and 0.05 for mesh 2. Both
meshes have 570 elements with 30 elements in the azimuthal di-
rection (see Figure 8 for a closeup of mesh 1 near the ellipse).
Mesh 1 uses p= 4 for elements closer than three chord lengths to
the origin and p= 2 on elements farther out. Mesh 2, on the other
hand, uses p = 10 for elements closer than 2.5 chord lengths to
the origin and p = 2 outside. Mesh 2, despite being coarser in
terms of element size, uses much higher-order polynomials. Both
simulations are started from a uniform freestream flow (zero cir-
culation) and marched in time to a steady-state. Drag and lift
coefficients are reduced by a factor of 113 and 24, respectively,
as the polynomial order is increased from 4 to 10, for Mesh 1
and 2 respectively. The nonzero drag coefficients, reported in
Figure 9, are artifacts of the inherent dissipation in the numerical
solution emanating from the upwind flux used on element bound-
aries. Clearly, p-refinement is very effective in reducing the nu-
merical dissipation even on the coarse h-mesh used in this study.
The observed lift is also related to numerical dissipation because
an inviscid fluid which is initially irrotational cannot develop cir-
culation at later times (except through viscosity). The trend seen
in Figure 9 suggests that as the DG discretization is refined in p
or h or both, the zero-lift solution, that is physically compatible
with the irrotational initial condition, can be recovered without
the difficulties reported with lower-order finite volume methods
[24].

x

c p

0 0.25 0.5 0.75 1
-1.5

-1

-0.5

0

0.5

1
p=4
p=10

cd = 0.0095cl = 0.5104

cd = 0.0004cl = 0.0045

Figure 9. Pressure coefficient distribution for both Mesh 1 (p = 4) and
Mesh 2 (p= 10).

6 Fully-developed channel flow
We now consider fully-developed turbulent flow in a plane

channel with coordinates x = x1 in the streamwise direction,
y = x2 in the wall-normal direction, and z = x3 in the spanwise
direction. The flow is assumed to be periodic in the streamwise
and spanwise directions where the box size is selected so that the
turbulence is adequately decorrelated in both directions. Cole-
man et al. [26] provide excellent documentation of DNS results
for compressible channel flows at low Reτ.

As a first step towards utilizing DG for turbulent flows, we
have performed DNS at Reτ = 100 with a centerline Mach num-
ber of Mc = 0.3 so that comparisons can be made directly to
prior incompressible results (see e.g. Kim et al. [27], Moser et al.
[28]). Following Coleman et al. [26], we use a cold, isothermal
wall so that internal energy created by molecular dissipation is
removed from the domain via heat transfer across the walls, al-
lowing a statistically steady state to be achieved. The bulk mass
flow is held constant by the addition of an x1-momentum source
on the right-hand side of (1a).

The computational domain is (4π,2,4π/3) and this is dis-
cretized with an array of 8× 8× 8 elements yielding a total of
512 elements. Exploiting the flexibility of the DG discretization,
we use both h and p refinement to more efficiently resolve flow
features near the wall. In particular, two wall-normal distribu-
tions of elements are investigated. We first use a stretched mesh
in the wall-normal direction where the grid points are given by

y j =
tanh(cs(2 j/Ny−1))

tanhcs
+1 , j = 0,1, . . . ,Ny (15)

7 Copyright c⃝ 2003 by ASME

(Collis & Ghayour, 2003)
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Laminar boundary layer
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Laminar boundary layer
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Boundary conditions

• Imposed weakly through the fluxes

• No-slip bc also imposed weakly
Gives better accuracy and stability [20]
• Farfield bc can be challenging

I wake going upto the boundary
I Non-reflecting bc much harder to device
I Sponge layers can be used [28], [7], [21], [26]

• Example movie: flow past cylinder
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Entropy variable based schemes

Convex entropy function: S(U) = − ρs
γ−1 , s = ln(p/ργ)

Entropy variables: V = ∂S
∂U

Used long ago by Deshpande et al. (q-KFVS [32], q-LSKUM [22])
NS in entropy variables

∂U

∂V︸︷︷︸
spd

∂V

∂t
+
∂Fα
∂V︸︷︷︸
sym

∂V

∂xα
=

∂

∂xα

(
Dαβ

∂V

∂xβ

)

D = [Dαβ] = D> ≥ 0

Take dot product with V to get entropy inequality

∂S

∂t
+∇ · (vS) =

∂

∂xα

(
V >Dαβ

∂V

∂xβ

)
−
(
∂V

∂xα

)>
Dαβ

∂V

∂xβ︸ ︷︷ ︸
≥0

This property can be mimicked in a DG scheme.
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Entropy variable based schemes

Two ingredients are necessary.

• Need entropy conservative fluxes
I Euler equations: Ismail/Roe [36], Chandrashekar [11]
I Ideal MHD: Chandrashekar/Klingenberg [12], Winters et al. [46]

• Need exact quadrature to do integration-by-parts
I Summation-by-parts property [31], [30]

=⇒ Semi-discrete entropy stability for any order of accuracy !!!

Beneficial for under-resolved LES and DNS computations [29], [47]

Kinetic energy and/or entropy conserving schemes
=⇒ behave like central schemes
=⇒ add explicit SGS model or filtering

For some details, see my lecture slides
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Turbulent flows: DG + RANS

• k − ω model: [4], [39]

• SA model: [24], [39]

• Very high order may not give much improvement
=⇒ limitations of RANS model may play bigger role

• Goal-based grid adaptation
I Finite element facilitates adjoint approach
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Turbulent flows: uDNS/ILES

51 / 61

• Inherent dissipation in Riemann
solvers acts as implicit SGS
model

• Notable successes in computing
turbulent and transitional flows

• Instability at very high
orders [47]
=⇒ inherent dissipation may

not be enough
=⇒ integration/aliasing errors

• Kinetic energy/entropy
preserving schemes, with SBP
property may help

also performed a DNS of the turbulent channel flow using the DG
method, although at a lower Reynolds number Res ¼ 100 [4]. We
focus in this paper on marginally resolved practical computations
of the turbulent channel flow and show a detailed comparison with
Coleman’s and Moser’s reference data [29,33]. In the context of tur-
bulent channel flows, this is the first time, to the best of our knowl-
edge, that such an extensive validation based on turbulent
statistics is carried out for a DG code in a computationally compet-
itive configuration with respect the reference simulation.

5.2.2. Initial conditions
A 3D turbulent flow evolving between two no-slip walls

is considered. The turbulent stresses are homogeneous in the
streamwise and spanwise directions, but inhomogeneous in the

wall-normal direction. The computational domain is defined by
X ¼ 0;4ph½ # $ 0;2h½ # $ 0; 4

3 ph
! "

. The flow is periodic in the x and z
directions. No-slip walls are present in the x; zð Þ planes at y ¼ 'h.
The initial condition on velocity and temperature follows the lam-
inar profiles described in the previous section. A body force is ap-
plied to the streamwise momentum equation to mimic the mean
pressure gradient that drives the flow. An operator h(i, which cor-
responds to an average over horizontal planes and time is defined
for the analysis of flow statistics. This body force is implemented
by computing a volume integral

R
Xj

/Fdx added to the discrete sys-

tem of equations, with F ¼ 0; qsav
w

qmh ;0;0;
qusav

w
qmh

# $
. sav

w is the average

wall shear stress computed from both walls and qm is the bulk
density.

The wall-normal and spanwise velocity components are per-
turbed using a random noise, triggering the transition to turbu-
lence in the channel while keeping the mass flow rate constant.
The initial density is uniform. The Reynolds number
Rem ¼ qwUmh=lw is defined from the bulk velocity and half the
channel width. The Mach number M1 ¼ Um=

ffiffiffiffiffiffiffiffiffiffiffi
crTw

p
is defined from

the temperature imposed at the wall. After a transient stage, the
flow reaches a statistical stationary state. The statistics are then
collected over 100h=Um.

5.2.3. Incompressible case
We first assess the ability of the DG method to represent the

turbulence in the channel for the nearly incompressible regime.
The reference data are documented by Kim et al. [53] and Moser
et al. [33]. Their numerical approach consists in combining Fourier
modes in the periodicity directions with Chebychev polynomials in
the wall-normal direction. Dealiasing is performed using the 3/2
rule. For the modal DG method, the aliasing errors arising from
the computation of the non-linear terms are removed through
the use of an appropriate number of quadrature points, or integra-
tion points. In our case, the volume integrals of the non-linear
terms are computed using a Gauss–Legendre formula with
pþ 1ð Þ3 quadrature points, which is found to be enough to obtain

stable computations. For the DG computation, the same number
of DOFs as the spectral reference computation is used. The nominal
friction Reynolds number is Res ¼ 180. The resolution details are
given in Table 7. The resolution near the wall for the DG computa-
tion is chosen to have 6 degrees of freedom defined in the wall-
normal direction between yþ ¼ 0 and yþ ¼ 6, and the first quadra-
ture point located at yþ * 0:2.

Table 8 shows the flow parameters. There is an excellent corre-
lation between the results of Moser et al. and the sixth order DG
computation for the friction velocity and the friction Reynolds
number.
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Fig. 10. Temporal evolution of mean energy and enstrophy for the TGV computations at Re ¼ 1600.
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Fig. 11. Energy spectra at t ¼ 8:2 for the TGV computations at Re ¼ 1600. Same
legend as Fig. 11.

Table 6
Computational costs for the TGV DG computations at Re ¼ 500.

Computation Accuracy ðpþ 1Þ Dt CPU time Memory cost

DG 48p1 2 2$ 10+3 tref mref

DG 64p1 2 1:5$ 10+3 4tref 2:4mref

DG 32p2 3 2$ 10+3 2tref 1:3mref

DG 24p3 4 2$ 10+3 4tref 2mref

DG 16p5 6 1:5$ 10+3 14:5tref 4:6mref

DG 12p7 8 1$ 10+3 52tref 9:2mref
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also performed a DNS of the turbulent channel flow using the DG
method, although at a lower Reynolds number Res ¼ 100 [4]. We
focus in this paper on marginally resolved practical computations
of the turbulent channel flow and show a detailed comparison with
Coleman’s and Moser’s reference data [29,33]. In the context of tur-
bulent channel flows, this is the first time, to the best of our knowl-
edge, that such an extensive validation based on turbulent
statistics is carried out for a DG code in a computationally compet-
itive configuration with respect the reference simulation.

5.2.2. Initial conditions
A 3D turbulent flow evolving between two no-slip walls

is considered. The turbulent stresses are homogeneous in the
streamwise and spanwise directions, but inhomogeneous in the

wall-normal direction. The computational domain is defined by
X ¼ 0;4ph½ # $ 0;2h½ # $ 0; 4

3 ph
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. The flow is periodic in the x and z
directions. No-slip walls are present in the x; zð Þ planes at y ¼ 'h.
The initial condition on velocity and temperature follows the lam-
inar profiles described in the previous section. A body force is ap-
plied to the streamwise momentum equation to mimic the mean
pressure gradient that drives the flow. An operator h(i, which cor-
responds to an average over horizontal planes and time is defined
for the analysis of flow statistics. This body force is implemented
by computing a volume integral
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/Fdx added to the discrete sys-
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wall shear stress computed from both walls and qm is the bulk
density.

The wall-normal and spanwise velocity components are per-
turbed using a random noise, triggering the transition to turbu-
lence in the channel while keeping the mass flow rate constant.
The initial density is uniform. The Reynolds number
Rem ¼ qwUmh=lw is defined from the bulk velocity and half the
channel width. The Mach number M1 ¼ Um=

ffiffiffiffiffiffiffiffiffiffiffi
crTw

p
is defined from

the temperature imposed at the wall. After a transient stage, the
flow reaches a statistical stationary state. The statistics are then
collected over 100h=Um.

5.2.3. Incompressible case
We first assess the ability of the DG method to represent the

turbulence in the channel for the nearly incompressible regime.
The reference data are documented by Kim et al. [53] and Moser
et al. [33]. Their numerical approach consists in combining Fourier
modes in the periodicity directions with Chebychev polynomials in
the wall-normal direction. Dealiasing is performed using the 3/2
rule. For the modal DG method, the aliasing errors arising from
the computation of the non-linear terms are removed through
the use of an appropriate number of quadrature points, or integra-
tion points. In our case, the volume integrals of the non-linear
terms are computed using a Gauss–Legendre formula with
pþ 1ð Þ3 quadrature points, which is found to be enough to obtain

stable computations. For the DG computation, the same number
of DOFs as the spectral reference computation is used. The nominal
friction Reynolds number is Res ¼ 180. The resolution details are
given in Table 7. The resolution near the wall for the DG computa-
tion is chosen to have 6 degrees of freedom defined in the wall-
normal direction between yþ ¼ 0 and yþ ¼ 6, and the first quadra-
ture point located at yþ * 0:2.

Table 8 shows the flow parameters. There is an excellent corre-
lation between the results of Moser et al. and the sixth order DG
computation for the friction velocity and the friction Reynolds
number.
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Table 6
Computational costs for the TGV DG computations at Re ¼ 500.

Computation Accuracy ðpþ 1Þ Dt CPU time Memory cost
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DG for ideal MHD (Guillet et al. [33])
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Figure 9. MHD Shu-Osher shock tube test problem. The density profile is shown at final time t f = 0.7. This figure can be directly compared to Derigs et al.
(2016). The reference solution was computed using Athena with the third-order Roe solver on 104 mesh points. The right panel is a zoom on the region shown
framed in the left panel. The numerical solution for second-order (DG-2) and third-order (DG-3) schemes are shown, for resolution levels ` = 7 (128 grid
points) and ` = 8 (256 points).

Density Magnetic pressure Mach number

Figure 10. Orszag–Tang vortex test problem at t = 0.5. The density, pressure and Mach number are shown on a 5122 grid, computed using the third-order
DG scheme with the Powell method.

Powell, � = 8 Cleaning, � = 8 Powell, � = 9

Figure 11. Orszag–Tang vortex test problem at t = 1. The magnetic pressure is shown for the third-order DG scheme with the Powell and divergence cleaning
methods on a 2562 grid (left and centre, respectively), and for the Powell method on a 5122 grid (right). All resulting magnetic field configurations are in good
agreement.
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Density Magnetic pressure Mach number

Figure 16. Magnetic rotor test problem. The density, pressure and Mach number contours in the 2D magnetic adiabatic rotor test are shown, on a 5122 grid
using the third-order Powell scheme.
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Figure 17. Slices of the magnetic field in the MHD rotor test, along y = 0.5
(top) and x = 0.5 (bottom), computed using DG-3 with Powell terms. The
slices can be compared to Stone et al. (2008).

of units3. The pressure is set to p = 0.1 in the background, and
within a central ball of radius r0 = 0.1 we set p = 1000 to initialize
the blast. This creates a near-infinite shock strength with a pressure
ratio of 104, in a strongly magnetized background with a plasma-�
of 7.5 ⇥ 10�4. We take � = 1.4, and run the simulation until final
time t f = 0.01.

Fig. 22 shows slices at constant z through the centre of the
blast at t f , for the third-order DG-3 method at resolution 1283.
Note that for slicing purposes, care must be taken to place the blast
centre exactly at the centre of a cell, which we achieve at 1283 res-
olution by shifting the centre of the high pressure ball by half a cell

3 Note that Balsara et al. (2009) mention 1000
p

3
�1

for B0 in the text, but
their figure seems to correspond to 100

p
3
�1

instead.

in every direction. The slices of Fig. 22 may be compared to fig. 11
in Balsara et al. (2009), which uses a higher resolution of 1513.

The DG Powell scheme is able to maintain positivity of the
pressure and density in the whole domain, while finely capturing
the very strong discontinuities and resolving the complex struc-
tures in the velocity. Note that no oscillations are visible around
discontinuities. Some numerical noise is present in the post-shock
regions for the density and pressure fields, but disappears with a
more aggressive limiting threshold. This test shows the robustness
and shock-capturing behaviour of the Powell scheme for three-
dimensional problems involving very strong magnetized shocks.

This problem proves particularly challenging for our imple-
mentation of hyperbolic cleaning. In such a low plasma-� setup,
changes in the magnetic field caused by hyperbolic cleaning prop-
agate fast in the ambient medium at the cleaning speed ch , and
result in fluctuations of the magnetic pressure which locally cause
negative thermal pressures far away and ahead of the MHD blast
wave front. These negative pressures are successfully but aggres-
sively corrected by our positivity limiter, and although the compu-
tation does not crash, the gas temperature information is destroyed,
which in turn damages the hydrodynamical solution in the back-
ground medium, far ahead of the fast MHD shocks (depending
on the exact choice of ch ). Similar issues have been noted and
worked on by a number of authors (e.g. Mignone & Tzeferacos
2010; Tricco & Price 2012; Susanto 2014; Tricco et al. 2016); we
come back to this issue and possible solutions in the discussion.

5.4 Divergence control problems

We now turn to test problems more specifically aimed at evaluating
the e�ciency of the divergence control, with a focus on the Powell
scheme. We have already discussed some aspects related to r·B in
some of the previous test problems; we now show the stability of
the Powell scheme and some consequences of its non-conservative
source terms.

On a general note, like Balsara & Spicer (1999b) we found
that problems with strong moving shocks, such as the blast or ro-
tor problems, are not necessarily the most stringent tests of diver-
gence control. Instead, colliding shocks whose convergence front
is at rest with respect to the grid—such as the rotated shock tube of
Tóth (2000) described in 5.4.3, or some shock-shock interactions in
the Orszag–Tang vortex of Section 5.3.3—proved to be much more
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Figure 20. Two-dimensional MHD blast test problem. The density, magnetic pressure and Mach number contours are shown on a 2562 grid using the
third-order Powell scheme.
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Figure 21. Slices across y = 2/3 in the MHD blast wave test problem, fol-
lowing Hopkins & Raives (2016), shown here for the DG-3 Powell scheme.
We do not observe any of the dramatic errors noted by these authors on their
tests with Powell terms.

challenging tests of the divergence control scheme and its stability
in particular.

In addition to shock interactions, we found that smooth prob-
lems such as the simple advection of a magnetic field loop can also
be unstable with inappropriate discretizations of the Powell term,
and their smooth character makes it easier to follow the develop-
ment of the divergence instability. Without Powell source terms,
the instability usually grows faster with scheme order, as the nu-
merical di↵usion at lower orders helps slow down the divergence
runaway.

5.4.1 Loop advection

This test follows the advection of a magnetic field loop after
Gardiner & Stone (2005). On the periodic domain [�1,1]2, the
background fluid has ⇢ = 1,p = 1, and a global advection ve-
locity (vx ,vy ) = (2,1) so that the ambient flow is not aligned
with grid directions. Letting r be the radial distance to the centre
of the box, the magnetic field is initialized from a vector potential
A = (0,0, Az (r)) with B = r ⇥ A. To define a magnetic field
loop of radius r0 = 0.3, we set Az (r) = max(0, A0(r0 � r)). Tak-
ing A0 = 10�3, we obtain a very weakly magnetized configuration
with a plasma � of order 106, in which the magnetic field is essen-
tially a passive scalar. For this field configuration, the MHD current
vanishes everywhere, except at r = 0, and r = r0 where the corre-
sponding current line and return current tube are singular.

The aim of the test is to verify that the current loop is ad-
vected without deformation or noise, and to monitor the time evo-
lution and dissipation rate of the total magnetic energy, following
Gardiner & Stone (2005); Stone et al. (2008).

As discussed in Gardiner & Stone (2005), the linearized dy-
namics of the magnetic field involves the diagonal derivatives
@Bx/@x, and this test is therefore sensitive to the r·B treatment,
although this is mostly an issue for directionally split methods. In
any case however, the linearized loop advection setup constitutes
a so-called resonant hyperbolic problem, as discussed in Kemm
(2013), and therefore constitutes a good test for the growth of di-
vergence instabilities. We found this test to be particularly unstable
without divergence control, even with a smooth non-singular loop
configuration. Fig. 23 shows divergence maps for the loop advec-
tion problem for both the Powell and cleaning schemes, together
with the time evolution of the divergence. With both schemes, the
numerical divergence is well under control.

Fig. 24 shows the z component of the cell average of the cur-
rent density j = r ⇥ B at final time t = 2 after two horizontal
domain crossings, at resolution 1282, for orders 2, 3 and 4. For this
comparison, we use the RK3 SSP time integrator across all spatial
orders. The current density is a stringent diagnostic since, being a
derivative of the magnetic field, it is very sensitive to noise and lo-
cal fluctuations. The scheme preserves the exact circular shape of
the current loop at all orders, with very little noise and oscillations
in the current at all orders. In addition, the reduction in numeri-
cal di↵usion and advection errors is clearly noticeable as order is
increased. We also see that the current loop gets increasingly re-
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DG for Maxwell equations (Hazra et al. [35])
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Summary: Advantages

• Very high orders, spectral accuracy

• Low dissipation/dispersion errors
• Good candidate for computing

I multi-scale phenomena, turbulent flows
I vortex dominated flows
I aero-acoustics

• Error independent of time upto t = O(1/h)
useful for long time simulations

• DG is ideal for unstructured grids, hybrid elements

• Local grid refinement: h and p refinement

• Grids with hanging nodes, quadtree/octree grids
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Summary: Issues

• High order meshes essential

• Effect of quadrature on stability

• Effect of inviscid numerical flux [42]
=⇒ both under/over diffusion is harmful
=⇒ Roe-type schemes to be preferred
=⇒ upwind schemes may add too much diffusion at low mach

• Good artificial boundary conditions

• Efficient implementation
matrix-free, sum factorizations [38]
• Transonic/supersonic turbulence

I shock dominated
I need limiters or artificial diffusion: effect on accuracy ?
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[42] R. Moura, S. Sherwin, and J. Peiró, Linear dispersion–diffusion analysis and its application to under-resolved
turbulence simulations using discontinuous Galerkin spectral/ hp methods, Journal of Computational Physics, 298 (2015),
pp. 695–710.

[43] J. Peraire and P.-O. Persson, The Compact Discontinuous Galerkin (CDG) Method for Elliptic Problems, SIAM
Journal on Scientific Computing, 30 (2008), pp. 1806–1824.

[44] K. Schaal, A. Bauer, P. Chandrashekar, R. Pakmor, C. Klingenberg, and V. Springel, Astrophysical
hydrodynamics with a high-order discontinuous Galerkin scheme and adaptive mesh refinement, Monthly Notices of the
Royal Astronomical Society, 453 (2015), pp. 4278–4300.

[45] C.-W. Shu and S. Osher, Efficient Implementation of Essentially Non-oscillatory Shock-capturing Schemes, J. Comput.
Phys., 77 (1988), pp. 439–471.

[46] A. R. Winters and G. J. Gassner, Affordable, entropy conserving and entropy stable flux functions for the ideal MHD
equations, Journal of Computational Physics, 304 (2016), pp. 72–108.

[47] A. R. Winters, R. C. Moura, G. Mengaldo, G. J. Gassner, S. Walch, J. Peiro, and S. J. Sherwin, A
comparative study on polynomial dealiasing and split form discontinuous Galerkin schemes for under-resolved turbulence
computations, Journal of Computational Physics, 372 (2018), pp. 1–21.

[48] M. Zhang and C.-W. Shu, AN ANALYSIS OF THREE DIFFERENT FORMULATIONS OF THE DISCONTINUOUS
GALERKIN METHOD FOR DIFFUSION EQUATIONS, Mathematical Models and Methods in Applied Sciences, 13 (2003),
pp. 395–413.

60 / 61



18 K. Schaal et al.

0.8 1.2 1.7 2.1�

Figure 11. High-resolution KH simulation with DG-4 and AMR at time t = 0.8. The simulation starts with 642 cells (level 6) and refines down to level 12,
corresponding to an e↵ective resolution of 40962. We illustrate the AMR levels in Fig. 12. The mesh refinement approach renders it possible to resolve fractal
structures created by secondary billows on top of the large-scale waves. Furthermore, as can be seen in the bottom panel, the solution within every cell contains
rich information, consisting of a third order polynomial. A movie of the simulation until t = 2 may be accessed online: http://youtu.be/cTRQP6DSaqA
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