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Shallow water (SW) model

x3

x1, x2

b

h

x3 = ξ(x1, x2, t)

x3 = b(x1, x2, t)

Water
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h = h(x1, x2, t), v = v(x1, x2) = (v1, v2)
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= −gh∇b− Cf |v|v

Applications: Flow in channels, sea/oceans, tsunami modeling
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Shear shallow water (SSW) model

Teshukov (2007), Richard & Gavrilyuk (2012), Gavrilyuk et al. (2018)

∂h

∂t
+∇ · (hv) = 0

∂(hv)

∂t
+∇ ·

(
hv ⊗ v +

gh2

2
I + hP

)
= −gh∇b− Cf |v|v

∂P
∂t

+ v · ∇P + (∇v)P + P(∇v)> = D

R = hP: stress tensor
P = P> > 0

D: dissipation tensor

Numerical methods: Gavrilyuk et al. (2018), Bhole et al. (2018)
(Based on splitting PDE into smaller sub-systems)

4 / 34



Brock’s experimental results (1967)

Flow down an inclined plane due to
gravityA new model of roll waves 375
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FIGURE 1. A typical profile of roll waves down an inclined plane of angle ✓ in Brock’s
experiments (1967).

circumstances, a system of periodic roll waves can be observed. Cornish studied,
in particular, this phenomenon in the artificial conduit beside the funicular which
connected Territet with Glion in Switzerland: ‘within a few yards from the summit at
Glion, the flickering flow of the very shallow current is transformed into an orderly
procession of small, progressive waves with straight, frothing fronts, ranged squarely
across channel’. He also noted that ‘the space between the wave-crests steadily
increased until a maximum of about 2 feet was attained. This was long before the
end of the run, and thereafter the procession underwent no further change’ (Cornish
1934). The stationary system of roll waves is not observed systematically: a long
channel is needed. It is difficult to have channels long enough to attain the periodic
structure of waves in laboratories. Spontaneous roll waves are, in general, non-periodic
and non-permanent. However, Brock (1967, 1969, 1970) was able to obtain a periodic
system of roll waves by applying a periodic perturbation at the inlet of the channel.
Such a perturbation accelerated the roll waves formation. Roll waves are convective
instabilities, i.e. any disturbance grows in the reference frame moving with the flow
but decreases in the laboratory reference frame because the structures are carried
downstream. As a consequence, roll waves are extremely sensitive to external noise
near the flow inlet (see also Liu et al. 1993 for convective instabilities in film flows
at smaller Reynolds numbers). Roll waves act therefore as noise amplifiers which can
explain why periodic waves can be obtained by a periodic perturbation at the inlet of
the channel.

Brock measured the stationary wave profiles in different conditions (different slopes
and wall roughness). He noticed that the roll wave profiles always contain the
following three essential parts: first, a sudden increasing of the depth since all waves
break, i.e. acquire steeply sloping wave fronts; second, a continuous zone where the
depth increases progressively; and third, a slowly decreasing zone until reaching a new
hydraulic jump (see figure 1). The second part of the wave profile is neglected in
the well-known mathematical model by Dressler (1949) where the maximal depth is
attained immediately behind the shock. In particular, Brock (1967, 1969, 1970) noticed
serious discrepancies between Dressler’s model and experiments, except for low slopes.
This is due to the fact that the second zone where the wave amplitude is increasing
progressively, cannot be neglected.

A theoretical description of shear effects, i.e. vertically non-uniform velocity in the
fluid flow, could be an important issue in roll waves modelling. These hydraulic jumps
or bores are turbulent: a large-scale vortex flow forms immediately behind the shock,
and dissipates progressively along the wave. Their structure was recently studied, in
particular, in Misra et al. (2008) in the case of hydraulic jumps. The aim of this article

Formation of roll waves

tan θ = 0.0502 (Richard &
Gavrilyuk, 2012)
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FIGURE 4. Comparison of Brock’s experiments (dots) and Dressler’s solutions (curves) for
different slopes S = tan ✓ : (a) S = 0.0502, (b) S = 0.0846, (c) S = 0.0846, (d) S = 0.1201. In
(b) and (c) the slopes were the same, however the wavelengths � were different. A detailed
description of Brock’s experiments will be given in section 4. The experimental profiles h/hn
are presented as a function of ⇠/� where h is the fluid depth, hn is the normal depth of a
uniform inlet flow, � is the stationary wavelength, and ⇠ is the horizontal coordinate in the
reference frame moving with the wave.

that hydraulic jumps in Dressler’s theory have a zero thickness while experimentally
this thickness is finite. Also, the wave amplitude is largely overestimated in Dressler’s
theory (see figure 4 where we compared Dressler’s solution with Brock’s experiments).
The introduction of a constant viscosity does not improve the situation. Small
viscosities just smooth the wave profile and always overestimate the wave amplitude
(see, for example Chang, Demekhin & Kalaidin 2000). A large turbulent viscosity
changes drastically the solution profile: the part corresponding to the sharp jump
disappears while it is always present in experiments.

3.2. Equations of roll waves

We are looking for stationary solutions in the reference frame moving with the waves.
The solutions to our system depend only on ⇠ = x � Dt, where D is the wave velocity.
Equations (2.44)–(2.47) imply

h(U � D) = m = const < 0, (3.1)
d

d⇠

✓
m2

h
+

g0h2

2
+ (' + �)h3

◆
= ĝh � CU2, (3.2)

d'

d⇠
= 0, (3.3)

d�

d⇠
= �21C

�

' + �

U3

mh2
, 1C = Cf � CT > 0. (3.4)
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FIGURE 9. Comparison of the theoretical solution to the model (2.44)–(2.47) (line) and
Brock’s experimental results (dots) for tan ✓ = 0.0502. The flow parameters are given in
table 2. The dimensionless wavelength �̃ is equal to (a) 150.3 (Case 1) and (b) 192.0 (Case 2).
Excellent agreement has been obtained.

corresponds to the slope equal to 0.1201. Experimental values are taken from table
7 of Brock’s (1967) thesis. The agreement between the results of our model and the
experimental results is very good. The first part of the profile representing a very
steep depth increase (a jump for which we used the Rankine–Hugoniot relations) is
reproduced with great accuracy in all the cases. The thickness of the shock, neglected
in Dressler’s model, is also correctly found in our model. It is easy to see that the
water depth also increases in a continuous part after the jump. These parts of the
profile are the main improvement predicted by our model. The decreasing part of the
profile (after the critical point) also agrees with experimental data, and it is close to
Dressler’s profile.

Figure 12 shows how the bottom enstrophy '̃ varies with the slope. When the
latter increases, shearing increases and this explains why '̃ also increases. The drag
coefficient CT decreases when the period increases, and therefore when the ratio
hmax/hmin increases. It is possible to calculate in each case the local Reynolds number
at the maximum depth. We will denote it ReM. The internal drag force exists only in
the part of the flow where �̃ is important, i.e. between L and M. At this location, the
local Reynolds number is larger than the Reynolds number of the inlet uniform flow.
We defined the local Reynolds number at point M as 4hMUM/⌫. This number increases
with the wave period. One can see that CT decreases almost linearly with ReM (see
figure 13).

The agreement between the results of our model and Brock’s measurements is less
satisfactory for the rough bottom than for the smooth one. These results are shown
in figure 14. However, one can notice that the diameter d of sand grains (0.6 mm
in average) used to make a rough bottom, is not negligible compared to the water
depth. The value of the inundation ratio defined by Lawrence (1997) as h/d is between
5.3 and 14.3 if only the average grain diameter is taken into account. When the
biggest grain diameter reaches 1 mm, the inundation ratio can even be smaller. Values
of inundation ratio between 1 and 10 correspond to a marginal inundation regime
(Lawrence 1997). For this regime, the friction coefficient quickly decreases when the
inundation ratio increases. Further, the roughness elements affect the entire vertical
flow field: eddies created by obstacles near the bottom affect the flow up to the free
surface. Therefore, the validity of the shallow-water approximation for the case of a
rough bottom is questionable.
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Flow over a weir
(Richard & Gavrilyuk, 2013)

A.I Delis, H. Guillard, et al.

m2/s and �(0, t) = 0. At x = L subcritical boundary conditions are obtained by imposing a blockage
by a sharp-crested weir of height dw with the flow given by the empirical relation [15]

q(L, t) = f(h) =

Y
]
[

0 if h Æ dw;
2
3Cd

Ò
2g(h ≠ dw)3 if h > dw,

(4.1)

where the discharge coe�cient Cd is given by

Cd = fi

fi + 2 + 0.08h ≠ dw
dw

.

To compute the numerical flux F(U)N+1/2 = F(Uı
N ) at the outflow boundary cell N we need to

estimate the Uı
N values as a function of UN . From (4.1), the discharge value is set to

qı
N = f(hN ).

The second condition stems from the fact that �N is the Riemann invariant transported by the flow
at the boundary x = L which give

�ı
N = �N .

Finally, the water depth hı
N is computed by the outgoing characteristic as

uN ≠ uı
N +

⁄ hN

hı
N


gh + 3(„s + �N )h2

h
dh = 0.

The initial condition for h given in these test cases corresponds to the approximate description of
the hydraulic jump by the SWE based on the famous Bélanger formula of sequential depths which
results to

h(x, 0) =

Y
_]
_[

h0 if x Æ L

10;
1
2h0

3
≠1

Ò
1 + 8Fr2

0

4
if x >

L

10 ,
(4.2)

where Fr0 = q0/
Ò
gh3

0 is the inflow Froude number. The rest of the initial conditions are q(x, 0) = q0
and �(x, 0) = „s. In Figure 4.1 a schematic view of a hydraulic jump, of length Lr, forming in a wide
rectangular channel is presented. The location of the jump is controlled by the downstream weir.

Figure 4.1. Schematic view of a hydraulic jump on a flat bed controlled by a down-
stream weir of height dw

Following from [25], Table 4.1 gives the parameters values used for three test cases. Table 4.2 gives
the target values for water depth hú and large-scale enstrophy �ú, upstream of the jump as derived by
the Rankine-Hugoniot relations corresponding to the three balance equations for a stationary shock

326

Hydraulic jump and roll wave

Delis et al. (2018)

A.I Delis, H. Guillard, et al.

the slope is considered dry and numerically an artificially bed wetting with a wetting parameter of
10≠6 was implemented [26].

In the experiments, the development of the forced hydraulic jump started after the fluid contacted
the weir and a surge started to develop towards the upstream direction. This backward propagation is
essential to the formation of such jumps. This backward propagation eventually stopped in time and
it was observed that the toe of the jump continuously oscillated but the entire structure of the jump
became gradually approximately consistent. In the experiment the jump is formed around t = 4 s.
Although it cannot be excluded that in the initial stages, the flows exhibits some 3D phenomena, the
agreement between the experimental results and the 2D numerical simulations reported in [6] shows
that this experiment can serve as a concrete test for the 1D model considered here to test its ability
to reproduce some important features of forced hydraulic jumps.

Fig. 4.16 presents the comparison between experimental measurements and the numerical solution
obtained with the SSWE and the SWE at t ¥ 4 s for the water depth using N = 500 mesh points
and a CFL value of 0.25. In Fig. 4.16 approximately the last 30 cm of the channel are shown, since

x(m)
0.8 0.85 0.9 0.95 1 1.05 1.1

h
(m

)

0
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0.02
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0.04

0.05

 Numerical SSWE

 Experimental

Numerical SWE (stationary)

Figure 4.16. Water depth for the forced hydraulic jump experiment: comparison be-
tween numerical solution and experimental data (top) and experimental snapshot (bot-
tom) at t ¥ 4s

that was the area where experimental measurements where recorded, along with a snapshot, obtained
with a high-speed camera. As expected, the SWE produce a stationary solution while the SSWE
follows relatively close the experimental data at this time which corresponds to the initial stage of
formation of the hydraulic jump. Although at the initial stages the numerical model is late in describing

338
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Model derivation

3-D Inviscid, incompressible Euler eqns

∂uk
∂xk

=0

∂ui
∂t

+ uk
∂ui
∂xk

+
1

ρ

∂p

∂xi
=− gδi3, i = 1, 2, 3

Scales of motion Long wave limit

H : vertical length scale

L : horizontal length scale ε =
H

L
� 1

U : horizontal velocity scale

Non-dimensionalize

t∗ =
tU

L
, (x∗1, x

∗
2) =

1

L
(x1, x2), x∗3 =

x3

H
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Model derivation

(u∗1, u
∗
2) =

1

U
(u1, u2), u∗3 =

u3

U3
, p∗ =

p

ρU2

Continuity equation

U

L

∂u∗1
∂x∗1

+
U

L

∂u∗2
∂x∗2

+
U3

H

∂u∗3
∂x∗3

= 0 =⇒ U3 = εU

Vertical momentum equation

ε2Du
∗
3

Dt∗
+
∂p∗

∂x∗3
= − 1

Fr2 , Fr =
U√
gH

Hydrostatic approximation: for α = 1, 2

∂p3

∂x3
= −ρg =⇒ p− pa = −ρg(x3 − ξ) =⇒ ∂p

∂xα
= ρg

∂ξ

∂xα
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Model derivation

Depth average

φ(x1, x2, t) =
1

h(x1, x2, t)

∫ ξ(x1,x2,t)

b(x1,x2,t)
φ(x1, x2, x3, t)dx3

Fluctuations
φ′ = φ− φ, φ′ = 0

Boundary conditions

∂ξ

∂t
+ uα

∂ξ

∂xα
− u3 = 0 on x3 = ξ

∂b

∂t
+ uα

∂b

∂xα
− u3 = 0 on x3 = b

Average continuity equation

∇ · u = 0 =⇒ ∂h

∂t
+

∂

∂xα
(huα) = 0
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Model derivation

Horizontal momentum eqn

∂uα
∂t

+ 2
∂Kαβ

∂xβ
+

∂

∂x3
(uαu3) + g

∂ξ

∂xα
= 0, Kαβ =

1

2
uαuβ

Average horizontal momentum eqn

∂(huα)

∂t
+ 2

∂Kαβ

∂xβ
+

∂

∂xα

(
1

2
gh2

)
= −ρgh ∂b

∂xα

Kαβ =
1

2
uαuβ +

1

2
Pαβ, Pαβ = u′αu

′
β

Shallow water model Shear shallow water model

Pαβ = 0 Pαβ 6= 0
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Model derivation

2
∂Kαβ

∂t
+ 2

∂

∂xγ
(Kαβuγ) + 2

∂

∂x3
(Kαβu3) + guα

∂ξ

∂xβ
+ guβ

∂ξ

∂xα
= 0

Averaging the above equation over the depth

∂(hKαβ)

∂t
+

∂

∂xγ
(hKαβuγ) +

1

2
ghuα

∂h

∂xβ
+

1

2
ghuβ

∂h

∂xα
=

− 1

2
ghuα

∂b

∂xβ
− 1

2
ghuβ

∂b

∂xα

Kαβuγ =
1

2
uαuβuγ = Kαβuγ +

1

2
uαPβγ +

1

2
uβPαγ +

1

2
u′αu

′
βu
′
γ

Small horizontal shear case: u′αu
′
βu
′
γ = 0

Closed system of 6 equations

11 / 34



SSW model

vα = uα, Rαβ = hPαβ, Eαβ = hKαβ =
1

2
Rαβ +

1

2
uαuβ

∂U

∂t
+
∂F1(U)

∂x1
+
∂F2(U)

∂x2
+ B1(U)

∂h

∂x1
+ B2(U)

∂h

∂x2
= S(U)

U =


h

hv1
hv2
E11
E12
E22

 , F1 =



hv1
R11 + hv2

1 + 1
2
gh2

R12 + hv1v2
(E11 +R11)v1

E12v1 + 1
2
(R11v2 +R12v1)

E22v1 +R12v2

 , F2 =



hv2
R12 + hv1v2

R22 + hv2
2 + 1

2
gh2

E11v2 +R12v1
E12v2 + 1

2
(R12v2 +R22v1)

(E22 +R22)v2



B1 =


0
0
0

ghv1
1
2
ghv2
0

 , B2 =


0
0
0
0

1
2
ghv1
ghv2

 , S =



0

−gh ∂b
∂x1

− Cf |v|v1
−gh ∂b

∂x2
− Cf |v|v2

−ghv1
∂b
∂x1

+ 1
2
hD11 − Cf |v|v2

1

− 1
2
ghv2

∂b
∂x1

− 1
2
ghv1

∂b
∂x2

+ 1
2
hD12 − Cf |v|v1v2

−ghv2
∂b
∂x2

+ 1
2
hD22 − Cf |v|v2

2


Similar to 10 moment Gaussian model for gases: Levermore, Berthon
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SSW model: entropy

Solution space

Uad := {U ∈ R6 : h > 0, R = R> > 0}

Convex entropy function (Levermore)

η = η(U) := −h log

(
detR
h4

)

Entropy equation

∂η

∂t
+∇ · (ηv) = − h

det(P)
[trace(P) trace(D)− trace(PD)]

Entropy condition
∂η

∂t
+∇ · (ηv) ≤ 0
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Hyperbolicity

∂U

∂t
+
∂F (U)

∂x1
+ B(U)

∂h

∂x1
= 0

Six real eigenvalues, full set of eigenvectors

λ1 λ2 λ3 = λ4 λ5 λ6
v1 −

√
gh+ 3P11 v1 −

√P11 v1 v1 +
√P11 v1 +

√
gh+ 3P11

Gen non-lin Lin deg Lin deg Lin deg Gen non-lin
Shock/rarefaction Shear Contact Shear Shock/rarefaction

U∗∗
L

x

t

λ1 λ2 λ3 = λ4 λ5 λ6

UL

U∗
L U∗∗

R U∗
R

UR
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Dissipation model: Richard & Gavrilyuk

Stokes hypothesis: isotropic tensor function of P

D = −2α|v|3
h
P, α = max

(
0, Cr

T − φh2

T 2

)
, T = trace(P)

φ : enstrophy of small vortices Cr : dissipation coefficient associated

near bottom to roller formation

Entropy equation

∂η

∂t
+∇ · (ηv) = 4α|v|3 ≥ 0 Wrong entropy inequality !!!

(
∂

∂t
+ v · ∇

)
det(P)

h2
= −4α

h3
det(P) < 0 det(P) ↓ along particle path
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Path conservative solution

Conservative system: Ut + F (U)x = 0

∫ ∞

0

∫

R
(Uφt+F (U)φx)dxdt+

∫

R
U0(x)φ(x, 0)dx = 0, φ ∈ C∞c (R×R+)

Non-conservative system: Ut + A(U)Ux = 0

A(U)Ux =? when U is discontinuous at x = x0

Dal Maso, LeFloch, Murat (1995)

• Choose a nice path: Ψ : [0, 1]× Uad × Uad → Uad

Ψ(0;UL,UR) = UL, Ψ(1;UL,UR) = UR

• Non-conservative product is

〈
A
∂U

∂x

〉

Ψ

=

∫ 1

0
A(Ψ(ξ;UL,UR))

dΨ

dξ
dξ
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Path conservative solution

Generalized RH jump condition: discontinuity moving with speed S

∫ 1

0
[A(Ψ(ξ;UL,UR))− SI]

dΨ

dξ
dξ = 0

Linear path

Ψ(ξ;UL,UR) = UL + ξ(UR −UL)

RH condition for SSW model

FR − FL + B(mL,mR)(hR − hL) = S(UR −UL)

B(mL,mR) = B

(
mL + mR

2

)
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Riemann problem: exact solution

Assume that UL,UR ∈ Uad and we use the linear path.

U(x, 0) =

{
UL x < 0

UR x > 0

• The RP has a unique positive and entropy satisfying solution if

(v1)R − (v1)L ≤ A(hL, cL) +A(hR, cR)

where

A(h, c) =
√
gh+ 3ch2 +

g√
3c

sinh−1

√
3ch

g
, c =

P11

h2

• Across a shock
1

2
<
hR
hL

< 2
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Path conservative schemes (Pares, 2006)

Partition domain Ω into cells: Ωj = [xj− 1
2
, xj+ 1

2
], Ω = ∪jΩj

Approximate solution by piecewise constant functions, the cell averages

Un
j ≈

1

∆x

∫

Ij

U(x, tn)dx

FVM in 1-D

i+1/2i−1/2

i

x=a x=b

i=1 i=Ni−1 i+1

Cell-average value is dicontinuous at the interface
What is the flux ?
Numerical flux function

f (xi+1/2, t) ≈ Fi+1/2 = F (ui ,ui+1)

Praveen. C (CTFD, NAL) FVM CMMACS 27 / 65

Godunov’s idea:

1 Solve RP for small time-step ∆t

2 Average solution onto piecewise
constant

210 Chapter 23. Godunov scheme

Figure 23.1: Waves from the Riemann problems in finite volume method

�max{|a(v)| : v between vn
j and vn

j+1}  1

2
, j 2 Z

The total solution is made up by patching the local Riemann problem solutions. At t = tn+1

the local solution is given by

w(x, tn+1) = wR

✓x � xj+ 1
2

�t
; vn

j , vn
j+1

◆
, x 2 (xj , xj+1), j 2 Z

Step 2 (Projection): Using the Riemann solutions, we can compute the cell average at
time tn+1

vn+1
j =

1

�x

Z x
j+1

2

x
j� 1

2

w(x, tn+1) dx =
1

�x

Z xj

x
j� 1

2

wR

✓x � xj� 1
2

�t
; vn

j�1, v
n
j

◆
dx

+
1

�x

Z x
j+1

2

xj

wR

✓x � xj+ 1
2

�t
; vn

j , vn
j+1

◆
dx

which can be written as

vn+1
j =

1

�x

Z 1
2
�x

0
wR(s/�t; vn

j�1, v
n
j ) ds +

1

�x

Z 0

� 1
2
�x

wR(s/�t; vn
j , vn

j+1) ds

This gives the formula to obtain the solution at next time level. However, we would like to
get simpler expression for the scheme written in terms of a numerical flux function. Let us
integrate the conservation law over space-time slab (xj� 1

2
, xj+ 1

2
) ⇥ (tn, tn+1)

0 =

Z �t

0

Z x
j+1

2

x
j� 1

2

✓
@w

@t
+
@f

@x

◆
dx dt

=

x
j+1

2Z

x
j� 1

2

(w(x,�t) � w(x, 0)) dx +

�tZ

0

[f(w(x�
j+ 1

2

, t)) � f(w(x+
j� 1

2

, t))] dt

= (vn+1
j � vn

j )�x + �t[f(wR(0�; vn
j , vn

j+1)) � f(wR(0+; vn
j�1, v

n
j ))]

If wR(⇠;ul, ur) is continuous at ⇠ = 0 then f(wR(⇠;ul, ur)) is continuous at ⇠ = 0. If
wR(⇠;ul, ur) is discontinuous at ⇠ = 0, then there is a stationary discontinuity at x = 0;
hence by RH condition

f(wR(0+; ul, ur)) = f(wR(0�; ul, ur))

Δ𝑡

Un+1
j = Un

j −
∆t

∆x
(D+,n

j− 1
2

+D−,n
j+ 1

2

)+∆tS(Un+θ
j ), D±,n

j+ 1
2

= D±(Un
j ,U

n
j+1)

D−(UL,UR) + D+(UL,UR) =

∫ 1

0
A(Ψ(s;UL,UR))

d

ds
Ψ(s;UL,UR)ds
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Approximate Riemann solver: HLL1

* Include only the slowest (SL) and fastest wave (SR)

Unþ1
i ¼ Un

i #
Dt
Dx

F Rð0;Un
i ;U

n
iþ1Þ

! "
# F Rð0;Un

i#1;U
n
i Þ

! "# $
;

where n and i indicate a time step and a cell number, respectively, and Rðx=t;Un
i ;U

n
iþ1Þ is the approximate

solution of the Riemann problem around the interface xi+1/2. In this form, the appropriate numerical fluxes
are obtained by applying the integral conservation laws (7) over the rectangle (xi, xi+1/2) · (tn, tn+1) as

Fiþ1=2 ¼ Fi #
1

Dt

Z xiþ1=2

xi

R
x# xiþ1=2

Dt
;Un

i ;U
n
iþ1

% &
dxþ

xiþ1=2 # xi
Dt

Un
i ; ð8Þ

where Fiþ1=2 ¼ FðRð0;Un
i ;U

n
iþ1ÞÞ;Fi ¼ FðUn

i Þ, and Dt = tn+1 # tn. We note that the exact solution of the Rie-
mann problem Rexact produces the fluxes of the original Godunov scheme. The numerical fluxes Fi+1/2 ob-
tained by the other integral conservation laws over (xi+1/2, xi+1) · (tn, tn+1) must coincide with (8) due to the
consistency with the integral form of conservation laws over (xi, xi+1) · (tn, tn+1).

Particularly, Harten et al. [15] proposed one of the simplest Godunov-type scheme, the so-called HLL
approximate Riemann solver. The HLL Riemann solver is constructed by assuming an average intermedi-
ate state between the fastest and slowest waves. Consider a ‘‘subsonic’’ solution of the single-state approx-
imate Riemann problem at the interface between the left and right states, UL and UR, where the minimum
signal speed SL and the maximum signal speed SR are negative and positive, respectively (Fig. 1). By apply-
ing the integral conservation laws (7) over the Riemann fan, (DtSL, DtSR) · (0, Dt), the intermediate state is
given by

U& ¼ SRUR # SLUL # FR þ FL

SR # SL

: ð9Þ

After that, as denoted by (8), the integral over (DtSL, 0) · (0, Dt) gives the HLL fluxes,

F& ¼ SRFL # SLFR þ SRSLðUR #ULÞ
SR # SL

: ð10Þ

If both signal speeds are of the same sign, the fluxes must be evaluated only from the upstream side. There-
fore, in general, the HLL fluxes become

FHLL ¼
FL if SL > 0;

F& if SL 6 0 6 SR;

FR if SR < 0:

8
><

>:
ð11Þ

Practically, (11) can be unified with (10) if the signal speeds are replaced by SL = min(SL, 0) and
SR = max(SR, 0).

In order to complete the HLL Riemann solver, SR and SL must be estimated appropriately. Correctly
speaking, the upper and lower bounds of the signal speed in the system cannot be obtained without infor-
mation of the exact Riemann solution [2]. Particularly, the difficulty for the MHD equations may be

UL UR

U∗

S  = x/tL S  = x/tR

x

t

Fig. 1. Schematic structure of the Riemann fan with one intermediate state.

T. Miyoshi, K. Kusano / Journal of Computational Physics 208 (2005) 315–344 319

* RH condition across the two waves

F∗ − FL + B(mL,m∗)(h∗ − hL) = SL(U∗ −UL)

FR − F∗ + B(m∗,mR)(hR − h∗) = SR(UR −U∗)

* Solve for U∗ and F∗
* Fluctuations

D±(UL,UR) = S±L (U∗ −UL) + S±R (UR −U∗)
1Harten, Lax, van Leer
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Multi-state approximate Riemann solvers
Include more waves in the model

More accurate resolution of linear waves

increased because bounded waves are capable of compound waves. Therefore, we should determine the
algorithm as exactly as possible so as not to underestimate the minimum and maximum signal speeds.
For example, Davis [7] gave those speeds as

SL ¼ min k1ðULÞ; k1ðURÞ½ %;
SR ¼ max kmðULÞ; kmðURÞ½ %;

ð12Þ

or Einfeldt et al. [9] used the algorithm as

SL ¼ min k1 ULð Þ; k1 URoe
! "# $

;

SR ¼ max km URoe
! "

; km URð Þ
# $

;
ð13Þ

where k1 and km are the smallest and largest eigenvalues of (1), and kj(U
Roe) denotes the eigenvalue of the

Roe matrix. Although these are not correct bounds of the signal speed [2], these algorithms seem to be
highly effective. Indeed, the HLL solver for the Euler equations with appropriate choices for SL and SR

is extremely robust since it satisfies an entropy inequality automatically [7] and ensures a positivity preserv-
ing property [9]. The robustness of the HLL solver is also expected for the MHD equations [16].

However, the HLL solver cannot resolve isolated discontinuities and, as a result, is quite dissipative be-
cause the solution of the Riemann problem is approximated by one intermediate state. Therefore, it is a
natural thought that the single-state approximation should be extended to a two-state approximation in
order to be more accurate while maintaining the nice properties.

4. Two-state HLL Riemann solver

4.1. HLLC Riemann solver for the Euler equations

In this subsection, we devote attention to the solver for the Euler equations, which are obtained by set-
ting the magnetic field to zero in (2). In [15], it was suggested that a two-state approximate Riemann solver
could be constructed to exactly resolve isolated contact discontinuities as well as isolated shocks although
that was not implemented practically. However, Toro et al. [29] proposed a simple implementation of the
two-state HLL Riemann solver for the Euler equations.

Consider the approximate Riemann problem in the Riemann fan which is separated into the left and the
right intermediate states, U&

L and U&
R, by the contact wave, SM, as shown in Fig. 2. Toro et al. [29] assumed

that the normal component of the velocity is constant over the Riemann fan, that is,

u&L ¼ u&R ¼ SM :

Particularly, Batten et al. [2] insisted that SM should be evaluated from the HLL average (9) as

UL UR

UL∗ UR∗

SL SRSM

x

t

Fig. 2. Schematic structure of the Riemann fan with two intermediate states.
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due to the arbitrariness of SM and b. The reformulation of the HLLC-type MHD solver inspired that the
extended HLLC-type solver which is accurate but oscillatory can be modified so as to smooth unwanted
oscillations while preserving the positivity of density and pressure [13]. In this solver, named as smooth
HLLCMHD solver, SM is given by the HLL average and b is computed from A*!1DW* = bA!1DW instead
of (36), where DW possesses the unit of momentum and a certain linearization as DU = A!1DW is assumed.
The smooth HLLC MHD solver is thought to be a positively conservative variant of the Linde solver.

The advantage of Linde!s method is that the algorithm of the solver is independent of the details of the
governing equations despite the exact resolution of isolated contact discontinuities. However, necessary and
sufficient conditions of b to eliminate numerical oscillations completely have not been presented yet, and
some class of Linde!s fluxes may generate unphysical oscillations. Therefore, the Linde solver should be ap-
plied for a complex system without detail knowledge of its characteristics rather than the well-known sys-
tem as the Euler equations and the MHD equations [21].

5. Multi-state HLL Riemann solver

5.1. HLLD Riemann solver for the MHD equations

The HLLC-type Riemann solvers for MHD as reviewed in the previous section may have some
inconsistency with respect to the jump conditions without a particular treatment. We suppose that the
HLLC-type solvers may include inconsistency between the assumption of constant normal velocity and
the two-state approximation of the intermediate states in the Riemann fan. Therefore, in this subsection,
the multi-state (more than two-state) HLL Riemann solver for the MHD equations is constructed based
on the same basic assumption as that in the HLLC Riemann solver for the Euler equations.

Assume that the normal velocity is constant over the Riemann fan. Our assumption which is the same as
in the HLLC solver [2,29] leads to the following noticeable conclusions: The normal velocity in the Rie-
mann fan corresponds to the speed of the middle (entropy) wave. The total pressure is constant over the
Riemann fan. Slow shocks cannot be formed inside the Riemann fan. Rotational discontinuities propagat-
ing with the Alfvén waves, on the other hand, may be generated. The latter two conclusions suggest that, in
order to construct a more accurate HLL Riemann solver for MHD than the single-state HLL solver, the
Riemann fan may be divided into four intermediate states, U"

L;U
""
L ;U

""
R ; and U"

R, as illustrated in Fig. 3.
Therefore, we consider the approximate Riemann problem in the four-state Riemann fan separated by
one entropy and two Alfvén waves, SM and S"

L; S
"
R.

The choice of SM, in the present solver, is to evaluate the average normal velocity from the HLL average
(9) as Batten et al. [2], Gurski [13] and Li [19] did:

SM ¼
ðSR ! uRÞqRuR ! ðSL ! uLÞqLuL ! pTR

þ pTL

ðSR ! uRÞqR ! ðSL ! uLÞqL

; ð38Þ

∗∗ ∗∗

UL UR

UL∗
UL UR∗

UR

SL SRSRSL SM

x

t* *

Fig. 3. Schematic structure of the Riemann fan with four intermediate states.
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3 wave model 5 wave model

See 10.1016/j.jcp.2020.109457
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High order schemes

• Piecewise linear reconstruction

• TVD-type limiters (minmod)

• MUSCL-Hancock in time
• Source term is implicit

I essential for positivity

29.5 Linear case 265

Lemma 29.1 Let ṽ(x, tn) = vn
j +

x�xj

�x �n
j with �j given by (29.3). Then

TV (ṽ) = TV (v)

Proof: We show that the jumps in ṽ have same as sign as jumps in (vj). Assume that

vj�1  vj  vj+1

Now

ṽj�1(xj� 1
2
) = vj�1 +

1

2
�j�1, ṽj(xj� 1

2
) = vj �

1

2
�j

Then

ṽj(xj� 1
2
) � ṽj�1(xj� 1

2
) =

1

2
(�vj� 1

2
� �j�1) +

1

2
(�vj� 1

2
� �j)

Since

�vj� 1
2
� 0 =) 0  �j�1  �vj� 1

2
, 0  �j  �vj� 1

2

Hence ṽj(xj� 1
2
) � ṽj�1(xj� 1

2
) � 0. If vj is a local extremum, then �j = 0.

29.5 Linear case
The limiter (29.3) seems too restrictive in practice, and can be relaxed to the following

�j =

(
s min{2|�vj� 1

2
|, |�̂j |, 2|�vj+ 1

2
|}, s = sign �vj� 1

2
= sign �vj+ 1

2
= sign �̂j

0, otherwise
(29.4)

The above slope ensures that

min(vj�1, vj , vj+1)  ṽj(x)  max(vj�1, vj , vj+1), x 2 [xj� 1
2
, xj+ 1

2
]

In this case, we cannot show that TV (ṽ) = TV (v) but for a linear PDE, we can still show
the TVD property of the scheme.

29.6 Linear case
Let us consider the linear PDE

@u

@t
+
@f

@x
= 0, f(u) = au, a > 0
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Numerical Results
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1-D dam-break: I
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1-D dam-break: II
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1-D roll wave

Compared to Brock’s experiments
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2-D roll wave: 2080× 800 mesh
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2-D roll wave: HLLC5, 2080× 800 mesh
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2-D roll wave: 2080× 800 mesh, t = 36
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2-D roll wave: spectrum of fluctuation KE
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2-D roll wave

Movie

31 / 34



Summary

• Simpler non-conservative model

• Path conservative schemes, 2’nd
order

• Multi-wave Riemann solvers

• More robust compared to
existing approaches

• Reproduces experimental results
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Summary

• Simpler non-conservative model

• Path conservative schemes, 2’nd
order

• Multi-wave Riemann solvers

• More robust compared to
existing approaches

• Reproduces experimental results

• Guaranteed bounds on wave
speeds

• Positivity of numerical solution

• Dissipation model violates
entropy condition

• Turbulent solutions: physical or
numerical

• Question of correct path is
always present
• Other approaches

I entropy stability + dissipation
(Fjordholm/Mishra)

• Schemes on unstructured grids
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