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Multistatic Synthetic Aperture
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Abstract—In this paper, we consider a multistatic synthetic aper-
ture radar (SAR) imaging scenario where a swarm of airborne
antennas, some of which are transmitting, receiving or both, are
traversing arbitrary flight trajectories and transmitting arbitrary
waveforms without any form of multiplexing. The received signal
at each receiving antenna may be interfered by the scattered signal
due to multiple transmitters and additive thermal noise at the
receiver. In this scenario, standard bistatic SAR image reconstruc-
tion algorithms result in artifacts in reconstructed images due to
these interferences. In this paper, we use microlocal analysis in a
statistical setting to develop a filtered-backprojection (FBP) type
analytic image formation method that suppresses artifacts due to
interference while preserving the location and orientation of edges
of the scene in the reconstructed image. Our FBP-type algorithm
exploits the second-order statistics of the target and noise to sup-
press the artifacts due to interference in a mean-square sense. We
present numerical simulations to demonstrate the performance of
our multistatic SAR image formation algorithm with the FBP-type
bistatic SAR image reconstruction algorithm. While we mainly
focus on radar applications, our image formation method is also
applicable to other problems arising in fields such as acoustic,
geophysical and medical imaging.

Index Terms—Filtered-backprojection, microlocal analysis,
multistatic, radar, synthetic aperture imagery (SAR).

I. INTRODUCTION

I N synthetic aperture radar (SAR) imaging, a scene of in-
terest is illuminated by electromagnetic waves transmitted

from an antenna mounted on an airborne platform. The aim is
to reconstruct an image of the scene from the measurement of
the scattered waves.

In monostatic SAR, the transmitter and receiver antennas are
co-located. In bistatic SAR, the transmitter and receiver an-
tennas are located on sufficiently far-apart platforms [32]. In
multistatic SAR, which is the focus of this paper, multiple trans-
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mitter and receiver antennas are used to image a scene. Mul-
tistatic SAR offers a variety of potential gains in scene infor-
mation. The availability of multiple illumination and scattered
measurements from different perspectives has the potential for
improved overall resolution when the scattered measurements
are fused [7]. Also, some of the electronic countermeasures that
have been devised for monostatic radar are less effective against
distributed radar systems [9], [13]. Finally, multistatic measure-
ments can provide a better ability to distinguish targets from
clutter [31].

Both bistatic and multistatic radar systems have received in-
creased attention in recent years. In [24], using multiple bistatic
images, algorithms that generalize monostatic interferometric
processing and stereo SAR to reconstruct 3-D surfaces are
given. In [4], a multistatic ambiguity function was recently
proposed for a system with a single transmitter and multiple
receivers, and in [3] for multiple transmitters and receivers. An
autofocus algorithm for multistatic SAR systems using multiple
transmitters was presented in [17]. In [28], a multistatic SAR
image formation method based on time-frequency filtering
and image combination was presented for a system consisting
of a single transmitter and multiple receivers. The impact of
oscillator noise in multistatic SAR systems was considered in
[16].

In many multistatic radar systems, it is assumed that each
receiver can decompose the received signal into components
due to each transmitting antenna. This can be achieved by sep-
arating the transmitted signals by some form of multiplexing
in time, frequency or coding which requires central coordina-
tion of the transmit signal parameters. In this case, the multi-
static synthetic aperture image formation problem reduces to
the bistatic synthetic aperture image formation problem which
has been well-studied [2], [6], [23], [25], [26], [33]. For bistatic
SAR image reconstruction algorithms involving antennas that
can form narrow beam and traversing linear or circular trajec-
tories, see [2], [23], [25], and [26]. For bistatic SAR image re-
construction algorithms involving antennas with poor directivity
and traversing arbitrary flight trajectories, see [6] and [33].

In this paper, we consider a multistatic SAR system where
several transmitters and receivers are employed in imaging a
scene and that their trajectories and waveforms are arbitrary but
known. We assume that the receivers cannot decompose the re-
ceived signal according to which transmitter emitted the signal.
A simple multistatic SAR scenario with two transmitters and a
receiver is illustrated in Fig. 1. Such a scenario emerges when
the illumination is provided by sources of opportunity, such as
communication satellites or cell-phone towers or when the cen-
tral coordination of a swarm of antennas deployed on uninhab-
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Fig. 1. Multistatic SAR geometry with two transmitters and a single receiver.

ited aerial vehicles (UAVs) is either not possible or desirable.
Bistatic reconstruction algorithms, given for example in [2] and
[33], are not suited for this scenario, since they are designed
for a given transmitter-receiver measurement pair and, there-
fore, result in artifacts in the reconstructed image due to inter-
ference caused by multiple transmitters. Fig. 2 shows the arti-
facts induced when we use the bistatic reconstruction algorithm
of [33]. In this example, the multistatic SAR geometry involves
two transmitters and a receiver traversing in a circular trajectory
over the scene shown in Fig. 2(a) with a phase difference of .

In this paper, we introduce a filtered-backprojection type re-
construction algorithm for multistatic SAR with multiple trans-
mitters transmitting arbitrary waveforms. For the ease of expo-
sition, our reconstruction algorithm assumes that the target to
be imaged is composed of isotropic scatterers. In Section V,
we generalize our algorithm to take into account anisotropic
scattering. We use microlocal analysis [10], [11] to develop an
approximate analytic image reconstruction method. Microlocal
techniques lead to inversion methods that have the desirable
property that visible edges in the scene will appear in the recon-
structed image at the correct location and orientation. They can
also account for various factors such as arbitrary flight trajec-
tory, nonflat ground topography, antenna beam pattern, trans-
mitted waveforms and geometric spreading. Furthermore, mi-
crolocal techniques give rise to FBP-type inversion, which is a
direct (noniterative) method that can be implemented efficiently
by fast backprojection techniques [19].

Our method involves backprojecting the received data with
respect to each transmitter while suppressing the interference
caused by other transmitters via a suitably designed filter. We as-
sume that we have a priori knowledge of the second-order statis-
tics of the scene to be reconstructed. We determine the second-
order statistics of the artifacts caused by interference based on
antenna trajectories and design a filter that preserves the edges
in the received data due to the scene while suppressing the arti-
facts induced by the interfering transmitters in the mean-square
sense. We form the final image by the coherent superposition of
the images reconstructed using all transmitter-receiver pairs.

While we primarily focus on SAR imaging, the multistatic
imaging method introduced in this paper can be also applied to
synthetic aperture imaging problems in acoustics, geophysics
and medical imaging. Additionally, the ideas introduced here
can be extended to develop autofocus methods for multistatic
SAR and for the suppression of artifacts in multipathing
environments.

TABLE I
NOTATION

This paper is organized as follows. In Section II, we intro-
duce the multistatic SAR forward model and in Section III,
we discuss bistatic SAR image formation and in Section IV,
we explain in detail the idea behind the filtered-backprojection
method for multistatic SAR and derive the filter. In Section V,
we state the modifications of our reconstruction method to in-
corporate anisotropic scattering. The numerical simulations are
presented in Sections VI and VII concludes the paper. The sta-
tionary phase method is stated in Appendix A and the deriva-
tions based on which the filters in Section IV are derived, are
worked out in Appendixes B–E.

II. FORWARD MODEL FOR MULTISTATIC SYNTHETIC

APERTURE RADAR DATA

Notation

We use the following notational conventions in this paper.
Operators are denoted in calligraphic font, points in for

and are denoted in bold Roman, bold italic and italic
letters respectively. Table I includes all other notation used in
the paper.

A. Deterministic Forward Model

In this subsection, we give the multistatic SAR forward
model in a deterministic setting. The deterministic setting
assumes that the received signal is noise-free and clutter-free
and that the target reflectivity function is deterministic. The
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Fig. 2. Scene used in numerical simulations on the left. The multistatic SAR set up consists of two transmitters and one receiver traversing in the circular trajectory,
���� ����� �� ��� �� ��� �� 	�
� at ��� angles apart from each other at height of 6.5 km. The scene reconstruction on the right shows the true image as well as
artifacts when the data at the receiver is backprojected with respect to the first transmitter using the bistatic FBP algorithm of [33].

forward model presented here generalizes the forward models
of monostatic SAR [21], [22] and bistatic SAR [33].

We consider a multistatic SAR setup where there are trans-
mitters and receivers with and . We index
the transmitters by for and receivers by
for . Let and for
be the trajectories of the transmitters and the receivers respec-
tively. Let be a smooth function representing the
ground topography. That is, the ground topography is given by

for . We assume that the electromag-
netic waves propagate in free-space and then scatter in a thin
region near the earth’s surface. Consequently, we assume that
the target reflectivity function , is a function of the variable

[21]. Under the start-stop approximation and the single
scattering Born approximation [22], the ideal received signal

at the receiver due to the transmitter is given by
[33]

(1)

where is the slow-time variable, is the
fast-time variable. Such a distinction is made, because the speed
of the airborne platforms carrying transmitters and receivers is
much lower than the speed of light. In (1)

(2)

is the total distance from the transmitter position to and
from to the receiver position , is the speed of light
in free-space, is the temporal frequency and is a
function that takes into account the transmitter and receiver an-
tenna beam patterns, the transmitted waveforms and geometrical
spreading factors [5], [20], [21]. We assume that the functions

for and satisfy the
following estimate for some real number

(3)

for and . Here is any compact
set and and are any non-negative integers, and is

a constant in terms of . These estimates
are satisfied when the antenna is broadband and when the source
waveform is a band limited waveform. These assumptions are
needed to make various stationary phase calculations. Further-
more, these assumptions make each operator a Fourier In-
tegral Operator [8], [29], [30].

The bistatic SAR image formation problem involves recon-
struction of the target reflectivity function from measurements

, for , and each and based on
the model (1).

For the multistatic SAR case, we assume that the ideal re-
ceived signal at the receiver is

(4)

(5)

Furthermore, we assume that the multistatic received data at
the receiver is not necessarily decomposable into compo-
nents , . Thus, the multistatic SAR image for-
mation problem involves reconstruction of the target reflectivity
function using the data for ,
and based on the model (5).

B. Statistical Forward Model

In this section, we model the target reflectivity as a random
field and take into account the additive thermal noise at each re-
ceiver to model the multistatic measurements. These considera-
tions result in a forward model defined in a statistical setting.
We use this statistical forward model in developing a multi-
static image formation method presented in the following sec-
tion. In the presence of thermal noise and random target reflec-
tivity function, we consider the following model for the mea-
surement at the receiver

(6)

where denotes the thermal noise at the receiver and
is defined as in (5).
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Without loss of generality, we assume that both and
for are zero-mean random processes. That is,
denoting as the expectation operator, we have

(7)

(8)

We also assume that is stationary, and is statistically un-
correlated in slow-time variable and stationary in fast-time
variable . To state these assumptions more precisely, we first
define the autocovariance functions, and , of and ,
respectively

(9)

(10)

for and . We next define

(11)

Under the stationarity assumption, the power spectral density
function of satisfies

(12)

Similarly, we define

(13)
Under the assumptions that is stationary in and statistically
uncorrelated in , the power spectral density function of
satisfies

(14)

Finally, we assume that the random processes and for
are statistically uncorrelated. This implies

(15)

for all , and .
In summary, the multistatic data model that we use in this

paper is given by

(16)

where are the forward operators for the ideal bistatic mea-
surements defined in (1); and are random processes sat-
isfying the statistical properties stated in this subsection and all
integrals in are understood in the mean-square sense.

III. BISTATIC IMAGE FORMATION

The filtered-backprojection methods introduced in [21], [34],
and [33] provide a powerful approach to the monostatic and
bistatic SAR image formation. This approach is very versatile

and has a number of advantages: The resulting methods are di-
rect and noniterative. As a result, they can be made computa-
tionally efficient [19]. They can be applied to nonideal image
acquisition scenarios involving arbitrary flight trajectories, ar-
bitrary transmitter and receiver waveforms, nonflat ground to-
pography, and noise and clutter [34]. While filtered-backprojec-
tion methods give rise to approximate reconstruction formulas,
in ideal scenarios these inversion formulas often become exact.
For instance, the formulas described in [21], [34] become exact
inversion formulas for a broad-band antenna moving along a
straight flight trajectory above a flat topography [1]. Further-
more, the filtered-backprojection techniques reconstruct the vis-
ible edges of the target reflectivity function at the right location
and right orientation. Thus, they are edge preserving.

These desirable features motivate the development of a fil-
tered-backprojection method for the multistatic SAR image for-
mation problem. We first briefly summarize the filter derived
for the bistatic image formation problem in [33]. Recall that in
bistatic SAR, the ideal received signal at the receiver due to
the transmitter is modeled by in (1). The filtered-back-
projection operator for bistatic SAR is

(17)

where is the filter to be determined. We denote to
be the image formed.

Substituting the bistatic data model (1) into (17), we obtain

(18)

We write

(19)

where

(20)

Here is the gradient operator in the variable. For

(21)
with

(22)

Here, the hat notation over a vector denotes the unit vector in
that direction.

In other words, is the projection of the bisector
of the unit vectors and onto the tangent
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plane of the ground topography at . Now, making the change
of variables

(23)

in the integral (17) and letting be the image formed, we
obtain

(24)

Here, using the inverse of the
map (23) and is similarly defined. is the Jacobian
of the inverse of the map (23). Under the assumptions that
and satisfy estimates of the form (3), we have that
is a pseudodifferential operator and, hence, visible edges are re-
constructed at the right location. To reconstruct these edges at
the right strength, one chooses the filter in such a way that
the point spread function (PSF) of is approximately a
Dirac delta function. The choice of for which this is pos-
sible is (see [33])

(25)

where is a smooth cut-off function identically 1 in
the interior of the set and 0 outside. The set

(26)

is called the data-collection manifold of the transmitter-
receiver pair.

In terms of the change of variables (23), we can also describe
this data collection manifold as

(27)

Thus, for each transmitter-receiver pair, the FBP method
of [33] gives an approximate reconstruction of on the data col-
lection manifold determined by the and antenna trajec-
tories. The superposition of all the reconstructed images using

, and results in the final ap-
proximate reconstruction of as described in [6].

IV. MULTISTATIC IMAGE FORMATION

While our basic strategy is to employ an FBP method as in the
bistatic SAR case—that is by fixing a transmitter-receiver pair,
reconstructing , and then superposing all the reconstructed im-
ages—multistatic image reconstruction has additional compli-
cations and, hence, significant differences. Since we do not as-
sume decomposability of the multistatic received signal in
(5) into bistatic received signals , the bistatic FBP method of
[33] is not suitable. This is because the signals at the receiver
from multiple transmitters and the thermal noise interfere and
induce artifacts. The important point then is that the filter we
derive for the transmitter-receiver pair should not only re-
construct the visible edges at the right strength, but also suppress

the artifacts due to other transmitters and the thermal noise at the
receiver.

We suppress the strength of these artifacts and at the same
time reconstruct the visible edges of corresponding to the

transmitter-receiver pair by, roughly speaking, designing
the filter in a minimum mean-square error sense, such that
the frequency content of the target in the bistatic data collection
manifold of the transmitter-receiver pair (26) is preserved,
whereas the frequency content of the artifacts is suppressed. The
frequency content of the artifacts is contained in the bistatic data
collection manifolds for the transmitter-receiver pair
with . These data collection manifold are defined as in
(26) by replacing by . More precisely

(28)

with

(29)

A. Backprojection Operators

We first define the set of filtered-backprojection operators,
, for the multistatic data at the receiver with respect to

each transmitter , as follows:

(30)
where

(31)

Here for and are the filters to
be determined.

Let denote the image reconstructed by , that is

(32)

In order to study , we decompose the forward model
as

(33)

Recall that and are defined in (16) and (1) respectively
and is obtained by replacing instead of in (1).

Using this decomposition and substituting the multistatic data
model given in (16), we obtain

(34)
For simplicity we write (34) as

(35)
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where and ,
for . Note that is exactly the
imaging operator that appears in the bistatic image reconstruc-
tion in (18) summarizing the design of the filter in [33]. In Sec-
tion III, we showed that this is a pseudodifferential operator and
since pseudodifferential operators have pseudolocal property,
they put the edges of the target at the right location and right
orientation in . Now for
involves backprojection of the ideal received signal at the
receiver due to the transmitter for . The operators

for are in general not pseudodifferential opera-
tors, and, hence, the edges of are not reconstructed at the right
location and orientation.

B. Design of the Backprojection Filters

In this subsection, we employ a minimum mean-square error
criterion to determine the filters . More precisely, our choice
of filter is such that the mean-square error between the
image reconstructed by (32) and the best possible image
that could be reconstructed given the trajectories of the trans-
mitter-receiver pair is minimized.

The bistatic data collection manifold (27) determines the best
possible image that could be reconstructed by the pair ,
which is given by [33]

(36)

Now our choice of filter is such that the mean square-
error

(37)
where, as before, is the expectation operator.

In the rest of this section, we simplify the integrals appearing
in (37) using the method of stationary phase and then use these
simplified integral expressions to take a variational derivative of

. This leads to the determination of the filter .
Recalling the decomposition

(38)

let us expand the right hand side of (37) to obtain

(39)

For simplicity, we denote the terms on the right hand side of (39)
as .

In order to carry out the stationary phase calculations for these
integrals, we use the change of variables (23) and transform the
first two terms on the right hand side of (38). We obtain

(40)

where recall is the Jacobian of the inverse of the transfor-
mation (23) and

(41)

where

(42)

and

(43)

Based on our assumption that and are statistically uncor-
related, the remaining terms in the above expansion

(44)

and

(45)

We now proceed to calculate each of the integrals for
.

1) Calculation of : We have

(46)

We show in Appendix B that has the following integral rep-
resentation:

(47)

2) Calculation of : We now consider

(48)
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We show in Appendix C that has the following integral
expression:

(49)

3) Calculation of : We show in Appendix D that the as-
sumption of stationarity of implies that the leading order
contribution of to is 0. Therefore, this integral does
not contribute to the determination of the filter .

4) Calculation of : We have

(50)

(51)

With condition (14), we obtain

(52)

Making the change of variables (23) in this integral, we have

(53)

5) Variational Derivative: We obtain the following contribu-
tions to :

(54)

where and are given by (47), (49), and (53), re-
spectively. Recall that we wish to choose the filter such
that is a minimum. With the above approximation
for , we consider a variational derivative to minimize

. That is, we fix a filter and consider the variation,
for small . If is such that is a minimum,

we must have

(55)

Now this must hold for any and so varying leads to the
determination of the filter . The steps are carried out in Ap-
pendix E. We obtain

(56)

where

(57)

Here, is a smooth cut-off function such that it is identi-
cally 1 for those such that .

We can use (23) to write in terms of . In obtaining
(60), it is notationally convenient to make the assumption that
the size of the target scene is much smaller compared to the dis-
tance of the airborne platforms from the target scene. Note that
this assumption is realistic for SAR imaging scenarios. Letting

, when then have

This follows from the assumption above, because for small vari-
ations of from the origin, we have that unit vectors

and have small variation in directions from that of

and , respectively. Therefore, using
(23), we obtain

Hence, we have

(58)

where

(59)

Here, the vectors and for are
obtained from

(60)

for and .

C. Reconstructed Image

In Sections IV-A and IV-B, we defined the filtered-backpro-
jection operators for a given transmitter-receiver pair and deter-
mined the filters by employing a minimum mean-square error
criterion. In this section, we give the equations obtaining the
final image at each receiver and across all receivers.

1) Image at the Receiver: We consider the images re-
constructed from the filtered-backprojection operators defined
by the transmitter-receiver pair for . The
superposition of these images gives the final image at the
receiver. Defining to be the image at the receiver, we
have

(61)

(62)

where is defined in (58) and (59) and is defined
in (31).
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Fig. 3. � � ��� � �, � � ��� � �, � � ��� � �, ��� � � ��� � �� ��� � � , ��� � � ��� � �� ��� � � . The vectors � and � are the

projections on to the ground topography of the vectors ��� � �� ��� � � and ��� � �� ��� � �, respectively. While backprojecting the received data at the
receiver with respect to Transmitter � , the frequency content along direction � of the edge at � contributes to the image whereas the frequency content along
direction � induces the artifact. The reverse argument holds while backprojecting the received data at the receiver with respect to Transmitter � .

2) Image Across all Receivers: To obtain the final image,
that is the image across all receivers, we superpose the images
obtained at each receiver. Let be the final image. Thus

(63)

(64)

D. Filters in Special Cases

To gain a better understanding of the filter that we have
derived, let us consider a multistatic SAR geometry with two
transmitters and a receiver as shown in Fig. 3. According to our
conventions, the transmitter index , the receiver index

and the two filters are denoted by and and are
given by

(65)

(66)

and

(67)

where

(68)
When we consider the transmitter-receiver pair , the
power spectral density function of the target reflectivity
function along the direction in Fig. 3 induces the ar-
tifact. In the filter , the direction (for a
particular choice of ) approximates the direction

and is an approximation to the power
spectral density function . The filter suppresses
the strength of this artifact.

For the filter the reverse argument holds. For the trans-
mitter-receiver pair , along induces the artifact,
and as before for a particular choice of , the direction

is an approximation to the direction .
suppresses the strength of this artifact.

We consider the following special cases of the filter :
1) No Additive Thermal Noise: When there is no additive

thermal noise at the receivers, we have for each ,
and the filter becomes

(69)

where is as in (57).
2) Co-Located Single Transmitter and Single Receiver: If

we assume that there is only one transmitter and one receiver
and these are co-located then we have a monostatic imaging
scenario. Assuming there is no thermal noise at the receiver, our
filter becomes

(70)

If we assume there is thermal noise at the receiver, our filter
becomes

(71)

Since there is only one transmitter and receiver, we have avoided
the subscripts in the filters given above. The filters (70) and
(71) are the same as the ones obtained in [34].

3) Single Transmitter: Let us assume that there is only one
transmitter in our multistatic setup. Additionally, if one as-
sumes that there is no additive thermal noise at the receivers,
the filters we obtain are

(72)
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Note that this filter is same as the one derived in [33]. If one
assumes that there is additive thermal noise at the receivers, then
the filters we have derived become

(73)
For the case of a single transmitter and single receiver, that is,
when , this filter was derived in [27].

V. MULTISTATIC IMAGE FORMATION FOR

ANISOTROPIC SCATTERERS

In the previous sections, we assumed that the scene to be im-
aged is composed of isotropic scatterers. This assumption sim-
plifies the derivation of our image formation algorithm and dis-
tills the important aspects that can be extended.

The assumption of isotropic scatterers is valid for sufficiently
small aperture angles [12], [18]. Multistatic synthetic aperture
imaging systems are capable of forming relatively wide aper-
ture angles where the isotropic scatterer assumption may not be
valid. In this section, we present an extension of our multistatic
image formation algorithm to the case involving anisotropic
scatterers. Our extension follows the approach outlined in [18].
For each transmitter-receiver pair , we model the scene
reflectivity as a stationary random field with power spectral
density function . Thus, the received signal model at the
receiver given in (4) is modified to

(74)

We fix a point and choose an , the
slow-time interval. Next, consider the following vectors:

(75)

and choose a small neighborhood of of the form

(76)

for in a small interval of . That is, is close enough to
such that . Assuming we consider only those
vectors in image formation such that , the
assumption of isotropic scattering is valid and, hence, our mul-
tistatic image reconstruction algorithm applies.

Now the filter that reconstructs the image is

(77)
where

(78)

In (77), is a smooth cut-off function that is

identically 1 over the subset of such that is close enough
to with and and the vec-
tors and are obtained from (60). The final image corre-
sponding to the transmitter-receiver pair may be formed
by an incoherent combination technique. One such combination
is given in [18]

(79)

The image at the receiver and the final image across all
receivers can again be obtained by an incoherent combination
method such as root mean square averaging or a mozaicing tech-
nique [14].

VI. NUMERICAL SIMULATIONS

We assume that the scene to be imaged is a realization of
a zero-mean stationary process. Furthermore we assume that a
priori information on the spectral density function of the scene
is available. Such a priori information can be obtained from a
secondary imaging modality such as optical imaging. We esti-
mate the power spectral density function of the scene by a peri-
odogram estimator, that is, by computing the magnitude of the
discrete Fourier transform of the scene.

For the numerical simulations, we considered a square scene
of length 22 km with a square target of length 5.5 km with center
at (8.8, 12) and a rectangular target of length 8.8 km and width
3.3 km with center located at (15.4, 10) as shown in Fig. 4(a).
The scene was discretized to a 128 128 grid of pixels with (0,
0) and (22, 22) corresponding to pixel numbers (1, 1) and (128,
128) respectively.

Note that since complex scenes can be represented as a
linear combination of rectangles, it suffices to evaluate the
performance of our algorithm for the scene shown in Fig. 4(a)
due to the linearity of our algorithm.

We performed seven sets of numerical simulations, the results
of which can be seen in Figs. 6–12. The transmitter and receiver
antenna geometry for these simulations are as follows: 1) Two
transmitters and one receiver on a circular path, 2) three trans-
mitters and one receiver on a circular path, 3) two transmitters
on linear paths and a receiver on a circular path, 4) three trans-
mitters on linear paths and a receiver on a circular path, 5) two
stationary transmitters and one receiver on a circular path, 6)
three stationary transmitters and one receiver on a circular path,
7) two transmitters and one receiver on a circular path with ad-
ditive white Gaussian noise added to the received data.

We made the assumptions that the earth’s surface is flat and
the amplitude functions . This choice of amplitude
functions corresponds to isotropic transmitters and receivers
using a delta function as the transmit waveform. We used a
discrete version of the multistatic forward data model [(4)
with and (16)] to generate our simulation data. The
parameters we used correspond to a system bandwidth of
approximately 0.873 MHz.

The circular flight trajectory in our simulations was
[see Fig. 4(b)] and the linear

trajectories were, one trajectory parallel to the axis,
, and two trajectories parallel to the axis,
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Fig. 4. (a) Target scene used in numerical simulations. The axes are labeled according to pixel number. (b) 3-D view of the circular trajectory of the transmitters/
receivers used in our simulations. The left and the right arrows are the transmitters and the middle arrow is the receiver, all traversing in the anti-clockwise direction.
This is the scenario of Simulations 1 and 7 given by Figs. 5 and 11, respectively. (c) 3-D view of the straight line trajectories of the transmitters and the circular
trajectory of the receiver. This imaging scenario is used in Simulation 4 (see Fig. 8). Simulation 3 has a similar scenario with only two transmitters in straight line
trajectories above the � axis and � axis (see Fig. 7). (d) 3-D view of the stationary transmitters and the circular trajectory of the receiver. This setup is used in
Simulation 6 (see Fig. 10) and in Simulation 5 (see Fig. 9), there are two stationary transmitters and one receiver along the same circular trajectory.

and
[see Fig. 4(c)]. The stationary transmitters were fixed above the

axis at (0, 0, 6.5), (0, 22, 6.5) and above the axis at (0, 22,
6.5) [see Fig. 4(d)].

Note that the interference from multiple transmitters results
in an artifact in the image. In general the strength of the artifact
depends on the power of the transmitters and the geometry of
the transmitters and receivers. (Note that in our simulations all
transmitters transmit equal power and are roughly of equal dis-
tance from the scene to be imaged.) This artifact is structured
due to the structured nature of the scene imaged. Therefore, the
superposition of reconstructed images using bistatic image for-
mation technique is not expected to cancel out such artifacts.

In our simulations, we compared our multistatic reconstruc-
tion scheme with the bistatic reconstruction method of [33]. We
see that the reconstruction algorithm introduced in this paper is
able to reconstruct the image and at the same time reduce the
artifacts induced by using the bistatic reconstruction algorithm
of [33]. For the scenario with two transmitters and one receiver
on a circular path [Fig. 4(b)], we also considered the case where
the received data is corrupted by additive white Gaussian noise.

We define the signal-to-noise ratio (SNR) by

(80)

where and are the number of grid points and and is
the mean value of the radar data.

The mean-square error (MSE) is defined as follows:

(81)

where is the number of reconstructions and is the
reconstruction for the realization of the noise process.

Fig. 12 shows the MSE curves for a white noise process using
both the multistatic filter with noise suppression given in (56)
and the filter without noise suppression in (69). As can be seen
from the figure the MSE is reduced in cases where there is a low
SNR.

VII. CONCLUSION

In this paper, we developed an FBP-type synthetic-aperture
radar inversion method for multistatic SAR involving multiple
receivers and multiple transmitters transmitting arbitrary wave-
forms and multiple receivers. The transmitted waveforms could
be overlapping in time and frequency and are not separated by
any form of multiplexing. In the design of our FBP-type algo-
rithm, we made the assumption that we have a priori knowl-
edge of the power spectral density function of the target. Such
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Fig. 5. Multistatic imaging scenario with two transmitters, ��� ��� � ��������� �� ������	
 �� ���� and ��� ��� � ������������
�����������	
���

���������, and one receiver, ��� ��� � ��� � �������� ������� � �� �	
��� ���������. (a) Reconstructions from the bistatic FBP algorithm of [33] with
respect to Transmitter � . Using the same reconstruction scheme with respect to Transmitter � introduces additional artifacts [not shown in Fig. 5(a)]. (b) The
image reconstructed by multistatic scheme of this paper. Note that the reconstruction method of this paper suppresses both these sets of artifacts.

Fig. 6. Multistatic setup with three transmitters ��� ��� � ��������� �� ������	
 �� ����, ��� ��� � ������������
�����������	
���
���������
and ��� ��� � ��� � ������� � ������� � �� �	
�� � ���������, and one receiver ��� ��� � ��� � ������� � ������� � �� �	
�� � ���������.
(a) Reconstruction from the bistatic FBP algorithm of [33] with respect to Transmitter � . (b) Reconstruction from the multistatic FBP algorithm of this paper
with respect to Transmitter � . (c) Superposition of images reconstructed from the bistatic FBP algorithm of [33]. (d) The image reconstructed by the multistatic
scheme of this paper. The edges are more visible and the artifacts are greatly reduced due to an additional transmitter involved in imaging the scene and also due
to the smaller angle between any transmitter and the receiver.

a priori information can be obtained from a secondary imaging
modality. Alternatively, the power spectral density function of
the scene can be estimated simultaneously with the image from
scattered measurements. However, such an approach is beyond
the scope of our current work. We plan to address this problem
in the future.

To the best of our knowledge, our work is the first in the
literature that can produce multistatic SAR images while sup-
pressing the artifacts caused by multiple interfering transmit-
ters. We demonstrated the performance of the inversion method
in numerical simulations, which is in correspondence with the-
oretical expectations.

While our paper has focused primarily on image formation
for multistatic SAR, the techniques are also applicable to other
imaging problems such as those arising in acoustics, geophysics
and tomography.

Our approach can be exploited to address autofocus problem
for multistatic SAR and to suppress artifacts due to multipath
effects. These will be the focus of our future work.

APPENDIX A
STATIONARY PHASE METHOD

Let be a smooth function of compact support in and
let be a real valued function with only nondegenerate critical
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Fig. 7. Multistatic setup with two transmitters on linear trajectories, ��� ��� � ��� ��������� ���� and ��� ��� � �����������������, and one receiver
��� ��� � ��� 	 ��
�� �� �� 	 �� �
� �� ����. (a) Reconstructions from the bistatic FBP algorithm of [33] with respect to Transmitter � . (b) The image recon-
structed by the multistatic scheme of this paper. Fewer edges of the scene are visible when compared to the previous two images, Figs. 5(b) and 6(d), because the
data collection manifold for this geometry has fewer directions when compared to that of the geometry in Figs. 5 and 6. Therefore, the frequency content of the
edges is less leading to some edges being not clearly visible.

Fig. 8. Multistatic setup with three transmitters on linear trajectories, ��� ��� � �������������, ��� ��� � �������������� and ��� ��� �
��������������,and one receiver a circular trajectory, ��� ��� � ��� 	 ��
�� �� �� 	 �� �
� �� ����. (a) Reconstruction from the bistatic FBP method of [33]
with respect to Transmitter � . (b) The image reconstructed by the multistatic algorithm of this paper. While the multistatic geometry is similar to that of Fig. 7,
the addition of one transmitter to the geometry leads to increased frequency content of the edges, and, hence, they are more visible.

points. A point is called a nondegenerate critical point
if and the Hessian matrix has nonzero
determinant. The stationary phase theorem states that as
[see (82), shown at the bottom of the page].

APPENDIX B
STATIONARY PHASE CALCULATION OF

(83)

where

We apply the method of stationary phase in the variables and
. We denote the phase function

(84)

Differentiating with respect to and and setting it equal
to 0, we have the critical points at

and (85)

Now by the method of stationary phase, we obtain

(86)

Writing

(87)

(82)
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Fig. 9. Multistatic setup with two stationary transmitters, ��� ��� � ��� �� ���� and ��� ��� � ��� �������, and one receiver on the circular trajectory, ��� ��� �
���	��
�� �� ��	���
� �� ����. (a) Reconstruction from the bistatic FBP of [33] with respect to Transmitter � . (b) Reconstruction from the multistatic scheme
of this paper. The artifacts appearing in Fig. 9(a) are greatly reduced in Fig. 9(b). The data collection manifolds for this geometry has significantly lesser directions
when compared to the previous geometries of Figs. 5–8. This leads to fewer edges being clearly visible.

Fig. 10. Multistatic setup with three stationary transmitters, ��� ��� � ����� ����,��� ��� � ������ ���� and ��� ��� � ��� �������, and one receiver, ��� ��� �
���	 ��
�� �� ��	 �� �
� �� ����. (a) Bistatic FBP reconstruction of [33] with respect to Transmitter � . (b) Reconstruction from the multistatic scheme of this
paper. The addition of one more transmitter in imaging the scene, despite it being stationary, does improve the visibility of the reconstructed edges.

we obtain

(88)

We now apply the method of stationary phase in the variables,
and . We denote the phase function

(89)

Differentiate with respect to and and set it to equal to 0
to obtain the critical points

and (90)

Again by the method of stationary phase, we have

(91)

Assuming stationarity of , we have

(92)

APPENDIX C
STATIONARY PHASE CALCULATION OF

Consider

(93)

Expanding the right hand side we obtain (94), shown at the
bottom of the page, where

(94)
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Fig. 11. Multistatic setup with two transmitters and one receiver with data corrupted with additive white Gaussian noise at an SNR of 20 dB. The flight trajectories
are ��� ��� � ��������� �� ����� �	
 �� ����, ��� ��� � ������������
�����������	
���
���������, and ��� ��� � ��������������������
�� �	
�� � ���������. (a) Reconstruction of the target scene using the bistatic FBP scheme of [27] with respect to Transmitter � . (b) Reconstruction from the
multistatic algorithm of this paper.

Fig. 12. MSE (vertical axis) versus SNR (horizontal axis) using the multistatic
reconstruction algorithm of this paper averaged over ten reconstructions at each
SNR level. The simulation setup is the same as in the case of Fig. 11.

Now we obtain a simplified expression for

(95)

To do so we first expand and near the origin
and letting denote (with corre-
sponding modifications for other variables), we have

(96)

(97)

We make the assumption that for all , , at the origin
and and neglect the higher order

terms in these Taylor series expansions.
By the Fourier inversion formula, we have from (11)

(98)

Therefore, we obtain

(99)

Substituting this back into (94), we obtain (100), shown at the
bottom of the page. We now apply the method of stationary
phase to this integral. Denote the phase function

(101)

We compute the derivatives of with respect to and
set it equal to 0. We obtain the following:

(102)

Hence, by the method of stationary phase, we have the following
integral representation [see (103), shown at the bottom of the
next page]. We observe that in the integral expression (103)

(100)
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the leading order contribution is when because of the
oscillatory term . When , we have

(104)

by the stationarity assumption. Therefore, this integral expres-
sion does not have any leading order contribution to . Further-
more by stationarity of , we obtain

(105)

APPENDIX D
STATIONARY PHASE CALCULATION OF

Consider (106), shown at the bottom of the page. We compute

(107)

Making use of the expansion (97) and as before ignoring the first
term and the higher order terms, we obtain

(108)

Now we have (109), shown at the bottom of the page. The phase
function is the same as in (101) and so the critical points are
as in (102).

(103)

(106)

(109)

(110)
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Applying the method of stationary phase, we obtain (110),
shown at the bottom of the previous page. The leading order
contribution to this integral is when because of the oscil-
latory term in the integral. Hence, we have the term

in the integrand and assuming station-
arity of , this is 0. Therefore, there is no leading order con-
tribution of this integral to the determination of the filter .

APPENDIX E
VARIATIONAL DERIVATIVE

We have . Let us write (111), shown at
the bottom of the page. Fix a function and for small
consider a variation of the form . We substitute
this into the above equation and differentiate with respect to
and then set . We have (112), shown at the bottom of

the page. We differentiate with respect to and
set . We obtain (113), shown at the bottom of the page.
Since this is 0 for all , we have (114), shown at the bottom of
the page. Canceling out the Jacobian term and rearranging, we
obtain

(115)

where

(116)

(111)

(112)

(113)

(114)
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Taking into account the data collection manifold (26) and
putting a characteristic function cut-off for those that belongs
to this set, we arrive at (56).
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