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#### Abstract

This article provides a novel and simple range description for the spherical mean transform of functions supported in the unit ball of an odd dimensional Euclidean space. The new description comprises a set of symmetry relations between the values of certain differential operators acting on the coefficients of the spherical harmonics expansion of the function in the range of the transform. As one application of this range characterization, we construct an explicit counterexample proving that unique continuation type results cannot hold for the spherical mean transform in odd dimensional spaces. Finally, as an auxiliary result of one of our proofs, we derive a remarkable cross product identity for the spherical Bessel functions of the first and second kind, which may be of independent interest in the theory of special functions.


## 1. Introduction

The spherical mean transform (SMT), sometimes also called the spherical Radon transform, maps a function to its integrals over hyperspheres in $\mathbb{R}^{n}$. The study of this operator has a long history due to its relations to certain PDEs (wave equation, Euler-Poisson-Darboux equation) [19, 29, 39], approximation theory and functional analysis [3, 6]. More recently, SMT and its inversion have been analyzed in connection with applications in tomography (see [32] and the references therein).

The problem of determining a function from its averages over spheres is a formally over-determined problem and is usually studied in restricted settings, e.g. the centers are fixed on a hypersurface, or the radii are restricted $[2,9,12,18]$. This article studies the SMT of a function supported in the unit ball, and the centers of spheres of integration are restricted to the boundary of the unit ball. In this setting, it is known that SMT is injective, and there are various formulas and algorithms for its inversion $[9,10,11,14,15,16,21,22,34,36,37,38,42,47]$. An interesting feature of these inversion formulas is that they differ in odd and even dimensions and have local and non-local nature, respectively (see Section 2.3). Recall that the solutions to the wave equation also show such features. For more details, we refer the reader to the articles $[24,32]$ and the references therein.

In the context of investigating any generalized Radon transform and its inversion, it is desirable to have a description of the range of that operator. Such descriptions are valuable in analytical arguments dealing with various properties of these transforms. For example, the range characterization of the classical Radon transform in 2D was used to prove the non-uniqueness of the solution of the so-called interior problem in CT [35]. Furthermore, the range conditions (also often called data consistency conditions) can be useful in applications, since the measured (transform) data can be noisy or have missing parts, and the knowledge of the transform range may help with suppressing the noise or filling in the missing data. Various range characterizations exist for the SMT [4, 5, 13, 23]. However, the range conditions presented in the aforementioned articles are prohibitively complex to be used in constructive proofs, e.g. when one needs to construct a function in the range of the transform with specified support constraints. In this work we derive a new characterization of the range of the SMT in odd dimensions. ${ }^{1}$ Our range conditions are much simpler than those derived before, making them suitable for constructive proofs. As an application of our new range description, we use it to prove that the unique continuation property (UCP) does not hold for the SMT in odd dimensions. We also provide an alternative proof of the last statement without employing the range characterization.

The study of unique continuation property in the context of partial differential equations has a long and rich history [30, 41, 44]. More recently, the UCP for integral transforms has attracted a

[^0]lot of attention. Such results are possible in integral geometry due to their connections with non-local differential operators. Unique continuation results for the X-ray transform of functions and vector-fields were studied in [27, 28], for tensors and for momentum transforms in [7, 26] and for $d$-plane transforms in [20]. The unique continuation for $d$-plane transforms holds for odd $d$, i.e., when the surfaces of integration have odd dimensions. Our article proves that unique continuation does not hold when the surfaces of integration are hyperspheres in an odd dimensional Euclidean space. Whether the UCP holds for the SMT in even dimensions remains an open question.

The rest of this article is organized as follows. In Section 1.1, we state our main results. We introduce relevant notation and give preliminaries in Section 2. In particular, in Section 2.1 we recollect various formulas for Bessel functions and Hankel transforms used in the paper. In Section 2.2, we formally define the spherical mean transform and state a couple of known results about its inversion and range. In Section 2.3, we define the unique continuation property for SMT. Some basic mathematical results needed in the proofs are collected in Section 2.4. Section 3 is devoted to the proofs of the main theorems. In Section 3.1 we prove the range characterization for the SMT of radial functions. As part of the argument there, we derive an interesting and important cross product identity for Bessel functions of the first and second kind. Section 3.2 deals with the range description of SMT in the general case. In Section 3.3 we construct a counterexample for UCP of SMT. Section 4 presents alternative proof of Theorems 1.1 and 1.8. Finally, Section 5 is devoted to the discussion of some questions that naturally arise out of this article.
1.1. Main results. Let $\mathcal{R}$ denote the spherical mean transform (see Section 2.2 for the precise definition). Our first result gives a simple range characterization of $\mathcal{R}$ for radial functions.
Theorem 1.1 (Range characterization for SMT of radial functions). Let $\mathbb{B}$ denote the unit ball in $\mathbb{R}^{n}$ for an odd $n \geq 3$, and $k:=(n-3) / 2$. A function $g \in C_{c}^{\infty}((0,2))$ is representable as $g=\mathcal{R} f$ for $a$ radial function $f \in C_{c}^{\infty}(\mathbb{B})$ if and only if $h(t):=t^{n-2} g(t)$ satisfies

$$
\begin{equation*}
\left[\mathcal{L}_{k} h\right](1-t)=\left[\mathcal{L}_{k} h\right](1+t), \quad \text { for all } t \in[0,1], \tag{1.1}
\end{equation*}
$$

where $\mathcal{L}_{k}$ is the linear differential operator of order $k$ :

$$
\begin{equation*}
\mathcal{L}_{k}=\sum_{l=0}^{k} \frac{(k+l)!}{(k-l)!l!2^{l}}(1-t)^{k-l} D^{k-l}, \quad D=\frac{1}{t} \frac{\mathrm{~d}}{\mathrm{~d} t}, \tag{1.2}
\end{equation*}
$$

and $\left[\mathcal{L}_{k} h\right](\cdot)$ denotes evaluation of the function $\mathcal{L}_{k} h$ at the given point.
Some special cases may be of particular interest which we highlight in the following remark.
Remark 1.2. In $\mathbb{R}^{3}, \mathcal{L}_{0}$ is the identity operator, therefore a function $g \in C_{c}^{\infty}((0,2))$ is representable as $g=\mathcal{R} f$ for a radial function $f \in C_{c}^{\infty}(\mathbb{B})$ if and only if $h(t)=\operatorname{tg}(t)$ satisfies

$$
h(1-t)=h(1+t), \text { for all } t \in[0,1] .
$$

In $\mathbb{R}^{5}$, a function $g \in C_{c}^{\infty}((0,2))$ is representable as $g=\mathcal{R} f$ for a radial function $f \in C_{c}^{\infty}(\mathbb{B})$ if and only if $h(t)=t^{3} g(t)$ satisfies $\left[\mathcal{L}_{1} h\right](1-t)=\left[\mathcal{L}_{1} h\right](1+t)$, for all $t \in[0,1]$, where

$$
\mathcal{L}_{1} h(\tau)=\frac{1-\tau}{\tau} h^{\prime}(\tau)+h(\tau) .
$$

It is easy to notice that as the dimension $n$ of the space grows, so does the order of the ordinary, linear, differential operator $\mathcal{L}$ appearing in the symmetry relation (1.1).

Remark 1.3. The range condition can also be equivalently written as

$$
\left[\mathcal{L}_{k} h\right](t)=\left[\mathcal{L}_{k} h\right](2-t), \quad \text { for all } t \in[0,1] .
$$

In this form, the condition is true for all $t \in[0,2]$.
The range characterization for SMT of radial functions stated above gives a range characterization for SMT of arbitrary compactly supported smooth functions in the unit ball as follows.

Let us consider the spherical harmonics expansions of $f$ and $g=\mathcal{R} f$ :

$$
f(x)=\sum_{m=0}^{\infty} \sum_{l=1}^{d_{m}} f_{m, l}(|x|) Y_{m, l}\left(\frac{x}{|x|}\right),
$$

where

$$
f_{m, l}(r)=\int_{\mathbb{S}^{n-1}} f(r \theta) \bar{Y}_{m, l}(\theta) \mathrm{d} \theta
$$

and

$$
d_{m}=\frac{(2 m+n-2)(n+m-3)!}{m!(n-2)!}, \quad d_{0}=1
$$

Since $f \in C_{c}^{\infty}(\mathbb{B})$, we have that $f_{m, l} \in C^{\infty}([0,1))$ with support strictly away from 1 .
Likewise, we expand $g=\mathcal{R} f$ into spherical harmonics:

$$
g(\theta, t)=\sum_{m=0}^{\infty} \sum_{l=1}^{d_{m}} g_{m, l}(t) Y_{m, l}(\theta)
$$

with $g_{m, l} \in C_{c}^{\infty}((0,2))$.
Theorem 1.4 (Range characterization - general case). Let $\mathbb{B}$ denote the unit ball in $\mathbb{R}^{n}$ for an odd $n \geq 3$, and $k:=(n-3) / 2$. A function $g \in C_{c}^{\infty}\left(\mathbb{S}^{n-1} \times(0,2)\right)$ is representable as $g=\mathcal{R} f$ for $f \in C_{c}^{\infty}(\mathbb{B})$ if and only if for each $(m, l), m \geq 0,0 \leq l \leq d_{m}, h_{m, l}(t)=t^{n-2} g_{m, l}(t)$ satisfies the following two conditions:

- there is a function $\phi_{m, l} \in C_{c}^{\infty}((0,2))$ such that

$$
\begin{equation*}
h_{m, l}(t)=D^{m} \phi_{m, l}(t) \tag{1.3}
\end{equation*}
$$

- the function $\phi_{m, l}(t)$ satisfies

$$
\begin{equation*}
\left[\mathcal{L}_{m+k} \phi_{m, l}\right](1-t)=\left[\mathcal{L}_{m+k} \phi_{m, l}\right](1+t) \tag{1.4}
\end{equation*}
$$

Remark 1.5. One interesting consequence of Theorem 1.4 is that the range of SMT in a fixed odd dimension is characterized by the range of radial functions in higher odd dimensions. More specifically, let $\mathcal{R}_{n}$ denote the SMT in $n$-dimensions. Then, combining the above two results, we deduce

$$
\begin{aligned}
\left\{t^{n-2} \mathcal{R}_{n} f(p, t): f(x):=\right. & \left.f_{m, l}(|x|) Y_{m, l}\left(\frac{x}{|x|}\right) \text { for some } f_{m, l} \in C_{c}^{\infty}([0,1))\right\} \\
& =\left\{\left(\frac{1}{t} \frac{\mathrm{~d}}{\mathrm{~d} t}\right)^{m}\left(t^{2 m+n-2} \mathcal{R}_{2 m+n} \phi(t)\right): \phi \in C_{c}^{\infty}\left(\mathbb{B}^{2 m+n}\right) \text { is radial }\right\} Y_{m, l}(p)
\end{aligned}
$$

Remark 1.6. A condition about oddness of a differential operator applied to a function appears in [23] (see Proposition 8 in [23]), where the authors use this result to characterize the range of the solution map of the wave equation (see the proof of Theorem 3 there). We have verified that the characterization in Theorem 1.1 is equivalent to [23, Proposition 8] for $n=3,5$, and we believe, with some effort, one can verify that these are equivalent in general odd dimensions as well. In fact, Theorem 1.1 can also be proved using [23, Theorem 3] (see Section 4).
Remark 1.7. It is well known that in the spherical geometry of data acquisition (i.e. when the centers $p$ of the integration spheres are restricted to the boundary of the unit ball containing the support of the function $f$ ), one can uniquely recover $f$ from $\mathcal{R} f(p, t)$ using only half of the radial data, i.e. when $p \in \mathbb{S}^{n-1}$ and $t \in(0,1)$ or $t \in(1,2)$ (e.g. see $[9,10,11]$ ). In other words, the knowledge of $\mathcal{R} f(p, t)$ for $t \in(0,1)$ completely determines $\mathcal{R} f(p, t)$ for $t \in(1,2)$, and vice versa. Therefore, the existence of relations between the two halves of the data set is not surprising. The remarkable feature of relations (1.1) and (1.4) is their simplicity.

Our next two results provide counterexamples to UCP for SMT in odd dimensions (see Section 2.3 for the precise definition).
Theorem 1.8 (Counterexample to UCP for SMT in odd dimensions - symmetric case). Let $n \geq 3$ be odd, $\epsilon \in(0,1)$ and let $U=B_{\epsilon}(0):=\left\{x \in \mathbb{R}^{n}:|x|<\epsilon\right\}$. There exists a non-trivial function $f \in C_{c}^{\infty}(\mathbb{B})$ such that $f$ vanishes in $U$ and $\mathcal{R} f(p, t)=0$ for all $p \in \mathbb{S}^{n-1}$ and $t \in(1-\epsilon, 1+\epsilon)$.

Note that the set $U$ here is taken to be a ball around the origin. One might wonder whether this is a special case due to radial symmetry of the functions. However, this is not the case, and to disprove the unique continuation in full generality, we also have

Corollary 1.9 (Counterexample to UCP for SMT in odd dimensions - general case). Let $n \geq 3$ be an odd integer and $U \subset \mathbb{B}$ be an arbitrary open set. There exists a non-trivial function $f \in C_{c}^{\infty}(\mathbb{B})$ such that $\left.f\right|_{U}=0$ and $\mathcal{R} f$ vanishes on all spheres passing through $U$.

This will be proved by using the symmetric case, see Theorem 1.8.
We finish this section with the statement and a short discussion of a corollary of Theorem 3.2 formulated and proved in Section 3.1.
Corollary 1.10. Let $h(t)$ and $k$ be as defined in Theorem 1.1. Then, for any $\lambda>0$ :

$$
\begin{equation*}
\left(\int_{0}^{\infty} h(t) j_{k+\frac{1}{2}}(\lambda t) t \mathrm{~d} t\right) y_{k+\frac{1}{2}}(\lambda)=\left(\int_{0}^{\infty} h(t) y_{k+\frac{1}{2}}(\lambda t) t \mathrm{~d} t\right) j_{k+\frac{1}{2}}(\lambda), \tag{1.5}
\end{equation*}
$$

where $j_{\alpha}$ and $y_{\alpha}$ are the normalized (or spherical) Bessel functions of the first and second kind, respectively (see Section 2.1).

Formula (1.5) is remarkable for two reasons. First, it provides an infinite family (corresponding to different choices of $h$ ) of "cross product" identities for the spherical Bessel functions of the first and second kind, analogs of which we did not find in literature. Therefore, it may be valuable as a standalone result in the context of theory of special functions. Second, it illuminates the structure of the zeros of the Hankel transform of a function in the range of the SMT, which play an important role in the description of the range of that transform (see [4, 5, 13, 23].)

## 2. Notation and Preliminaries

Let $n \geq 3$ be an odd integer of the form $n=2 k+3, k \geq 0$ and $\mathbb{R}^{n}$ denote the $n$-dimensional Euclidean space. Let $\mathbb{B}$ denote the unit ball in $\mathbb{R}^{n}$ with its boundary denoted as $\mathbb{S}^{n-1}$.
2.1. Bessel functions and Hankel transform. For $\alpha \in \mathbb{C}$ such that $\operatorname{Re}(\alpha) \geq 0$, the Bessel function of the first kind of order $\alpha$ are defined as (see for instance [45])

$$
J_{\alpha}(x)=\left(\frac{x}{2}\right)^{\alpha} \sum_{i=0}^{\infty} \frac{(-1)^{i}\left(\frac{x}{2}\right)^{2 i}}{i!\Gamma(i+\alpha+1)}, \quad \text { for } \quad x \in(0, \infty)
$$

Bessel functions of order $\alpha$ are solutions of the second order differential equation

$$
\frac{\mathrm{d}^{2} y}{\mathrm{~d} x^{2}}+\frac{1}{x} \frac{\mathrm{~d} y}{\mathrm{~d} x}+\left(1-\frac{\alpha^{2}}{x^{2}}\right) y=0
$$

called Bessel differential equation.
Let us also define the normalized (or spherical) Bessel functions of the first kind. For $\alpha \in \mathbb{R}$ such that $\alpha>-1 / 2$, these are given as

$$
\begin{aligned}
j_{\alpha}(x) & =\Gamma(\alpha+1)\left(\frac{2}{x}\right)^{\alpha} J_{\alpha}(x) \\
& =\Gamma(\alpha+1) \sum_{i=0}^{\infty} \frac{(-1)^{i}\left(\frac{x}{2}\right)^{2 i}}{i!\Gamma(i+\alpha+1)} .
\end{aligned}
$$

We are mostly interested in the case when $\alpha$ is half of an odd integer. In this case, $j_{\alpha}$ is also given by Rayleigh's formula [1]

$$
\begin{equation*}
j_{\alpha}(x)=-\frac{(-2)^{\alpha+1 / 2} \Gamma(\alpha+1)}{\sqrt{\pi}}\left(\frac{1}{x} \frac{\mathrm{~d}}{\mathrm{~d} x}\right)^{\alpha-1 / 2}\left(\frac{\sin x}{x}\right), \quad \text { when } \quad 2 \alpha \in\{1,3, \ldots\} . \tag{2.1}
\end{equation*}
$$

We will also need the normalized Bessel function of the second kind of half integer order, which is defined as

$$
\begin{equation*}
y_{\alpha}(x)=-\frac{(-2)^{\alpha+1 / 2} \Gamma(\alpha+1)}{\sqrt{\pi}}\left(\frac{1}{x} \frac{\mathrm{~d}}{\mathrm{~d} x}\right)^{\alpha-1 / 2}\left(\frac{\cos x}{x}\right), \quad \text { when } \quad 2 \alpha \in\{1,3, \ldots\} . \tag{2.2}
\end{equation*}
$$

Remark 2.1. We caution the reader that the normalization of the Bessel functions is not standard. Our normalization differs from the one in [1]. The Rayleigh's formula stated above has been modified accordingly. For a comprehensive study of Bessel functions, we refer the reader to the classical treatise of Watson [46].

The Hankel (also called Fourier-Bessel or Fourier-Hankel) transform of order $\alpha$ is defined as

$$
\mathcal{F}_{\alpha}(g)(\lambda)=\int_{0}^{\infty} g(t) j_{\alpha}(\lambda t) t^{2 \alpha+1} \mathrm{~d} t
$$

Its inverse is given by

$$
g(t)=\frac{1}{2^{2 \alpha} \Gamma^{2}(\alpha+1)} \int_{0}^{\infty} \mathcal{F}_{\alpha}(g)(\lambda) j_{\alpha}(t \lambda) \lambda^{2 \alpha+1} \mathrm{~d} \lambda
$$

2.2. Spherical mean transform. The SMT of a continuous function in $\mathbb{R}^{n}$ denotes the averages of the function over spheres with centers varying over $\mathbb{R}^{n}$ and positive radii. A formal dimension count gives that the SMT depends on $(n+1)$-variables, while the function itself depends on only $n$-variables. This, and certain applications in tomography, motivate restricting the centers of spheres to $(n-1)$ dimensional hypersurfaces, which makes the problem interesting as well as challenging.

We will consider the case when the function is supported in $\mathbb{B}$ and the centers are fixed on $\mathbb{S}^{n-1}$. This can be easily generalized to balls and spheres of any radius by a simple dilation. For $f \in C_{c}^{\infty}(\mathbb{B})$, the spherical mean transform is defined as

$$
\mathcal{R} f(p, t)=\frac{1}{\omega_{n}} \int_{\mathbb{S}^{n-1}} f(p+t \theta) \mathrm{d} S(\theta)
$$

where $\omega_{n}$ denotes the surface area of $\mathbb{S}^{n-1}$ and $\mathrm{d} S$ denotes the surface measure on it. We caution the reader that some authors also define the above transform with weight $t^{n-1}$, in which case our results need to be modified accordingly. Due to the support restriction on $f, \mathcal{R} f(\cdot, t)=0$ for $t \geq 2$. Thus, we have $\mathcal{R}: C_{c}^{\infty}(\mathbb{B}) \rightarrow C_{c}^{\infty}\left(\mathbb{S}^{n-1} \times(0,2)\right)$.

In the setting discussed above, the problem of inverting the SMT has been considered by many authors, and explicit inversion formulas exist. Before stating the relevant inversion formulas, let us point out that when $f$ is a radial function, $\mathcal{R} f$ is independent of the center of integration. This can be seen by a simple application of the Funk-Hecke theorem, as follows:

$$
\begin{aligned}
\mathcal{R} f(p, t) & =\frac{1}{\omega_{n}} \int_{\mathbb{S}^{n-1}} f(|p+t \theta|) \mathrm{d} S(\theta) \\
& =\frac{1}{\omega_{n}} \int_{\mathbb{S}^{n-1}} f\left(\sqrt{1+t^{2}+2 t(p \cdot \theta)}\right) \mathrm{d} S(\theta)
\end{aligned}
$$

An application of the Funk-Hecke theorem now gives

$$
\begin{equation*}
\mathcal{R} f(p, t)=\frac{\omega_{n-1}}{\omega_{n}} \int_{-1}^{1} f\left(\sqrt{1+t^{2}+2 s t}\right)\left(1-s^{2}\right)^{k} \mathrm{~d} s \tag{2.3}
\end{equation*}
$$

where the right-hand side is independent of $p$. This observation is not new and has been used to obtain inversion procedures for the SMT. The above equation can be seen as a Volterra integral equation of the first kind with a weakly singular kernel, which can be modified into a Volterra integral equation of the second kind and then solved using Picard's method of successive iterations. This procedure is not specific to radial functions. The case of general functions can also be solved similarly by expansion into spherical harmonics, see $[10,11,42,43]$. Due to the rotation invariance of the SMT, the $n$-th term in the spherical harmonics expansion of $\mathcal{R} f$ depends only on the $n$-th term in the expansion of $f$ via a Volterra integral equation, which has a unique solution. It follows that if $\mathcal{R} f$ is independent of the centers of integration, then $f$ is necessarily a radial function.

Let us now state an explicit inversion formula in odd dimensions which we use in our proofs.
Theorem 2.2. [22, Theorem 3] A smooth function $f \in C_{c}^{\infty}(\mathbb{B})$ can be obtained from the knowledge of its spherical mean transform as follows:

$$
\begin{align*}
f(x) & =K(n)\left(\mathcal{N}^{*} \mathcal{D}^{*} \partial_{t}^{2} t \mathcal{D N} f\right)(x)  \tag{2.4}\\
& =K(n)\left(\mathcal{N}^{*} \mathcal{D}^{*} \partial_{t} t \partial_{\partial} \mathcal{D N} f\right)(x)  \tag{2.5}\\
& =K(n) \Delta_{x}\left(\mathcal{N}^{*} \mathcal{D}^{*} t \mathcal{D N} f\right)(x),
\end{align*}
$$

where $K(n)=\frac{-\pi}{2 \Gamma(n / 2)^{2}}$, and the various operators involved are given by

$$
(\mathcal{N} f)(p, t)=t^{n-2}(\mathcal{R} f)(p, t)
$$

and for a function $G \in C_{c}^{\infty}\left(\mathbb{S}^{n-1} \times(0,2)\right)$,

$$
\begin{aligned}
(\mathcal{D} G)(p, t) & =\left(\frac{1}{2 t} \frac{\partial}{\partial t}\right)^{k}(G(p, t)) \\
\left(\mathcal{N}^{*} G\right)(x) & =\frac{1}{\omega_{n}} \int_{\mathbb{S}^{n-1}} \frac{G(p,|p-x|)}{|p-x|} \mathrm{d} S(p) \\
\left(\mathcal{D}^{*} G\right)(p, t) & =(-1)^{k} t \mathcal{D}\left(\frac{G(p, t)}{t}\right)
\end{aligned}
$$

Remark 2.3. The fact that $f$ is necessarily a radial function if $\mathcal{R} f$ is independent of the centers of integration can also be seen from the inversion formula above. If $\mathcal{R} f$ is independent of $p$, then so is $\mathcal{D}^{*} \partial_{t}^{2} t \mathcal{D} \mathcal{N}$, and hence $\mathcal{N}^{*}\left(\mathcal{D}^{*} \partial_{t}^{2} t \mathcal{D} \mathcal{N}\right)(x)$ depends only on $|x|$ (see eq. (4.2)).

One of our proofs of sufficiency is based on the range characterization given in [5], where several equivalent conditions are given.

Theorem 2.4. [5, Theorem 11] Let $n>1$ be an odd integer. A function $g \in C_{c}^{\infty}\left(\mathbb{S}^{n-1} \times[0,2]\right)$ is representable as $\mathcal{R} f$ for some $f \in C_{c}^{\infty}(\mathbb{B})$ if and only if for any $m$, the $m$ th order spherical harmonic term $\widehat{g}_{m}(p, \lambda)$ of $\widehat{g}(p, \lambda)$ vanishes at non-zero zeros of the Bessel function $J_{m+n / 2-1}(\lambda)$, where

$$
\widehat{g}(p, \lambda)=\mathcal{F}_{\frac{n-2}{2}}(g)(p, \lambda)
$$

is the Hankel transform of $g$ of order $\alpha=(n-2) / 2$, for each fixed $p$.
We will make extensive use of the following standard result:
Theorem 2.5 (Funk-Hecke). If $\int_{-1}^{1}|F(t)|\left(1-t^{2}\right)^{\frac{n-3}{2}} \mathrm{~d} t<\infty$, then

$$
\int_{\mathbb{S}^{n-1}} F(\langle\sigma, \eta\rangle) Y_{l}(\sigma) \mathrm{d} \sigma=\frac{\left|\mathbb{S}^{n-2}\right|}{C_{l}^{\frac{n}{2}-1}(1)}\left(\int_{-1}^{1} F(t) C_{l}^{\frac{n}{2}-1}(t)\left(1-t^{2}\right)^{\frac{n-3}{2}} \mathrm{~d} t\right) Y_{l}(\eta),
$$

where $\left|\mathbb{S}^{n-2}\right|$ denotes the surface measure of the unit sphere in $\mathbb{R}^{n-1}, C_{l}^{\frac{n}{2}-1}(t)$ are the Gegenbauer polynomials and $Y_{l}$ are spherical harmonics.
2.3. Unique continuation principle for spherical mean transform. Let $\mathcal{P}$ denote any operator. For any open set $U$, if $\left.\mathcal{P} u\right|_{U}=0$ and $\left.u\right|_{U}=0$ implies that $u$ vanishes identically, then $\mathcal{P}$ is said to possess a unique continuation property. Some examples of operators possessing UCP are fractional powers of the Laplacian, the normal operators of the X-ray and momentum ray transforms, normal operators of $d$-plane transforms (for $d$ odd), etc. In all these examples, the inversion formulas are non-local in nature.

Motivated by the results for X-ray and momentum ray transforms, we propose the following analog of the UCP in the context of SMT:

Question 1 (Unique continuation for spherical mean transform). Let $U \subset \mathbb{B}$ be an arbitrary open set. Let $f \in C_{c}^{\infty}(\mathbb{B})$ be such that $f$ vanishes on $U$, and the spherical mean transform of $f$ vanishes on all spheres intersecting $U$. Does $f$ vanish identically?

A closer look at the inversion formula above reveals that in odd dimensions, the inversion formula for SMT is local in nature, that is, the value of the function $f$ at a point $x$ depends only on the spherical means of $f$ on spheres passing through a small neighbourhood of $x$. This observation suggests that a unique continuation result should not hold for $\mathcal{R}$ in odd dimensions. This is indeed true and is the content of Theorems 1.8 and 1.9.
2.4. Some auxiliary lemmas. In this subsection, we collect some basic mathematical results which will be used in the calculations. All these results are well known and are stated for the sake of completeness and easy reference.

Let us begin by recalling the Faà di Bruno's formula, which is an identity relating the higher order derivatives of composition of two functions to the derivatives of the functions. This is a generalization of the usual chain rule to higher order derivatives (see, for instance, [31]).

Lemma 2.6 (Faà di Bruno's formula). Let $F$ and $G$ be two smooth functions of a real variable. The derivatives of the composite function $F \circ G$ in terms of the derivatives of $F$ and $G$ are given as

$$
\frac{\mathrm{d}^{p}}{\mathrm{~d} t^{p}} F(G(t))=\sum_{q=1}^{p} F^{(q)}(G(t)) B_{p, q}\left(G^{(1)}(t), \ldots, G^{(p-q+1)}(t)\right)
$$

where $B_{p, q}$ are the Bell polynomials given by

$$
B_{p, q}\left(x_{1}, \ldots, x_{p-q+1}\right)=\sum \frac{p!}{j_{1}!\ldots j_{p-q+1}!}\left(\frac{x_{1}}{1!}\right)^{j_{1}} \cdots\left(\frac{x_{p-q+1}}{(p-q+1)!}\right)^{j_{p-q+1}}
$$

with the sum taken over all non-negative sequences, $j_{1}, \cdots, j_{p-q+1}$ such that the following two conditions are satisfied:

$$
\begin{aligned}
& j_{1}+j_{2}+\cdots+j_{p-q+1}=q \\
& j_{1}+2 j_{2}+\cdots+(p-q+1) j_{p-q+1}=p .
\end{aligned}
$$

We will be working with the operator $D$ defined as

$$
D=\frac{1}{t} \frac{\mathrm{~d}}{\mathrm{~d} t}
$$

Multiplying the standard chain rule by $\frac{1}{t}$, we see that the $D$-derivative of composition of two functions can then be re-written as

$$
D(F(G(t)))=F^{\prime}(G(t)) \cdot D G(t)
$$

where $F^{\prime}$ denotes the usual derivative of $F$. The following lemma is then an easy verification.
Lemma 2.7 (Faà di Bruno's formula for the operator $D$ ). Let $F$ and $G$ be two smooth functions of 1-real variable. The $D$-derivatives of the composite function $F \circ G$ are given as

$$
D^{p} F(G(t))=\sum_{q=1}^{p} F^{(q)}(G(t)) B_{p, q}\left((D G)(t), \ldots, D^{(p-q+1)} G(t)\right)
$$

It can be quite difficult to work with the above formula in its full generality. However, for the case that we have at hand, applying Faà di Bruno's formula becomes much simpler. In our case, we have $D^{j} G=0$ for $j \geq 3$, and the formula simplifies to

Lemma 2.8 (Faà di Bruno's formula- special case). Let $F$ and $G$ be two smooth functions of 1-real variable such that $D^{j} G=0$ for $j \geq 3$. The following identity holds

$$
D^{p} F(G(t))=\sum_{q \geq p / 2}^{p} \frac{p!}{(2 q-p)!(p-q)!2^{p-q}} F^{(q)}(G(t))(D G(t))^{2 q-p}\left(D^{2} G(t)\right)^{p-q}
$$

Proof. Due to the existence of only two non-trivial $D$ derivatives of $G$, the Bell polynomials are subject to the following two conditions:

$$
j_{1}+j_{2}=q, \quad j_{1}+2 j_{2}=p .
$$

Solving this gives the following unique solution: $j_{2}=p-q$ and $j_{1}=2 q-p$. Since $j_{1} \geq 0$, we have the additional requirement that $q \geq p / 2$. With all these considerations, we arrive at the required formula for $D^{p}(F(G(t)))$.

Finally, let us record the expression for repeated integration by parts with the operator $D$.
Lemma 2.9. For two smooth functions $F$ and $G$, the following identity holds:

$$
\begin{equation*}
\int_{a}^{b} \partial_{t} D^{k} F \cdot G \mathrm{~d} t=\left[\sum_{l=0}^{k-1}(-1)^{l} D^{k-l} F \cdot D^{l} G\right]_{t=a}^{b}+(-1)^{k} \int_{a}^{b} \partial_{t} F \cdot D^{k} G \mathrm{~d} t \tag{2.6}
\end{equation*}
$$

where the sum is interpreted as empty for $k=0$.

The proof is straightforward and hence omitted.

## 3. Proof of main results

3.1. Range characterization for radial functions. Before we proceed to the proof of the range characterization, let us explain the idea. When the function $f$ possesses radial symmetry, some relation between $\mathcal{R} f$ at points $1 \pm t$ is expected, as the figure below suggests. Notice that both the spheres (of


Figure 1. Relation between SMT of a radial function at radii $(1+t)$ and $(1-t)$ for $0<t<1$.
radii $1 \pm t$ ) pass through points having the same values of $f$. Let us consider the case of 3 -dimensions, where the necessary condition is straightforward to obtain. For $t \in(0,2)$, we have

$$
\mathcal{R} f(t)=\frac{2 \pi}{4 \pi} \int_{-1}^{1} f\left(\sqrt{1+t^{2}+2 s t}\right) \mathrm{d} s
$$

Consider the change of variables $u=\sqrt{1+t^{2}+2 s t}$ to obtain

$$
\begin{aligned}
\mathcal{R} f(t) & =\frac{1}{2 t} \int_{|1-t|}^{1+t} u f(u) \mathrm{d} u \\
& =\frac{1}{2 t} \int_{|1-t|}^{1} u f(u) \mathrm{d} u
\end{aligned}
$$

since $f$ vanishes outside the unit ball and it follows that the function $t \mathcal{R} f(t)$ satisfies

$$
[t \mathcal{R} f](1-t)=[t \mathcal{R} f](1+t) \text { for } t \in[0,1]
$$

or equivalently

$$
[t \mathcal{R} f](t)=[t \mathcal{R} f](2-t) \text { for } t \in[0,1]
$$

This relation also suggests working with $t^{n-2} \mathcal{R} f$ instead of $\mathcal{R} f$.
Let us move on to the proof of Theorem 1.1. We prove that the condition is necessary and sufficient in the next two subsections respectively.
3.1.1. Proof that the condition is necessary. In this subsection, we give the necessity part of the proof of the Theorem 1.1.

In order to see what condition to expect, let us consider the case of spherical Radon transform in 5 -dimensions. Let $f$ be a smooth radial function supported in the unit ball in $\mathbb{R}^{5}$, that is, $f(x)=\widetilde{f}(|x|)$ for a smooth compactly supported function $\tilde{f}$ on $[0, \infty)$. In order to avoid proliferation of new notation, we use the same $f$ to denote the function of one variable associated to $f$. That is, we denote $\tilde{f}$ by $f$. We have

$$
\begin{equation*}
\mathcal{R} f(p, t)=\frac{1}{\omega_{5}} \int_{\mathbb{S}^{4}} f(p+t \theta) \mathrm{d} \theta \tag{3.1}
\end{equation*}
$$

In (3.1) above, $\omega_{5}$ is the surface area of the unit sphere in $\mathbb{R}^{5}$. Then

$$
\begin{aligned}
g(t)=\mathcal{R} f(p, t) & =\frac{1}{\omega_{5}} \int_{\mathbb{S}^{4}} f(|p+t \theta|) \mathrm{d} \theta \\
& =\frac{1}{\omega_{5}} \int_{\mathbb{S}^{4}} f\left(\sqrt{1+t^{2}+2 t p \cdot \theta}\right) \mathrm{d} \theta .
\end{aligned}
$$

Applying Funk-Hecke theorem, we get,

$$
\begin{equation*}
g(t)=\frac{\omega_{4}}{\omega_{5}} \int_{t / 2}^{1} f\left(\sqrt{1+t^{2}-2 s t}\right)\left(1-s^{2}\right) \mathrm{d} s \tag{3.2}
\end{equation*}
$$

For $t>0$, making the change of variable, $u=\sqrt{1+t^{2}-2 s t}$, we get,

$$
\begin{aligned}
g(t) & =\frac{\omega_{4}}{t \omega_{5}} \int_{|1-t|}^{1} f(u) u\left(1-\left(\frac{1+t^{2}-u^{2}}{2 t}\right)^{2}\right) \mathrm{d} u \\
& =\frac{\omega_{4}}{4 t^{3} \omega_{5}} \int_{|1-t|}^{1} f(u) u\left(4 t^{2}-\left(1+t^{2}-u^{2}\right)^{2}\right) \mathrm{d} u .
\end{aligned}
$$

Let us denote

$$
h(t)=t^{3} g(t) \text { and } C=\frac{\omega_{4}}{4 \omega_{5}}
$$

Then we have

$$
\begin{aligned}
h(t) & =C \int_{|1-t|}^{1} f(u) u\left(4 t^{2}-\left(1+t^{2}-u^{2}\right)^{2}\right) \mathrm{d} u \\
& =C \int_{|1-t|}^{1} f(u) u\left((1+t)^{2}-u^{2}\right)\left(u^{2}-(t-1)^{2}\right) \mathrm{d} u .
\end{aligned}
$$

We let $0<t<1$. Then

$$
\begin{equation*}
h(t)=C \int_{1-t}^{1} f(u) u\left((1+t)^{2}-u^{2}\right)\left(u^{2}-(t-1)^{2}\right) \mathrm{d} u \tag{3.3}
\end{equation*}
$$

We replace $t$ by $2-t$ in the above expression. We get,

$$
\begin{equation*}
h(2-t)=C \int_{1-t}^{1} f(u) u\left((3-t)^{2}-u^{2}\right)\left(u^{2}-(t-1)^{2}\right) \mathrm{d} u \tag{3.4}
\end{equation*}
$$

Let us expand both (3.3) and (3.4). Then

$$
\begin{equation*}
h(t)=-C\left(t^{2}-1\right)^{2} \int_{1-t}^{1} f(u) u \mathrm{~d} u+2 C\left(1+t^{2}\right) \int_{1-t}^{1} f(u) u^{3} \mathrm{~d} u-C \int_{1-t}^{1} f(u) u^{5} \mathrm{~d} u \tag{3.5}
\end{equation*}
$$

$$
\begin{equation*}
h(2-t)=-C((3-t)(1-t))^{2} \int_{1-t}^{1} f(u) u \mathrm{~d} u+2 C\left(1+(2-t)^{2}\right) \int_{1-t}^{1} f(u) u^{3} \mathrm{~d} u-C \int_{1-t}^{1} f(u) u^{5} \mathrm{~d} u . \tag{3.6}
\end{equation*}
$$

For simplicity of notation, we will denote

$$
\alpha=C \int_{1-t}^{1} f(u) u \mathrm{~d} u, \beta=C \int_{1-t}^{1} f(u) u^{3} \mathrm{~d} u, \gamma=C \int_{1-t}^{1} f(u) u^{5} \mathrm{~d} u
$$

Our goal is to find a relation eliminating these unknowns. In this notation, we have

$$
\begin{gather*}
h(t)=-\left(t^{2}-1\right)^{2} \alpha+2\left(1+t^{2}\right) \beta-\gamma  \tag{3.7}\\
h(2-t)=-((3-t)(1-t))^{2} \alpha+2\left(1+(2-t)^{2}\right) \beta-\gamma \tag{3.8}
\end{gather*}
$$

Differentiating the above two expressions, we get,

$$
\begin{gather*}
h^{\prime}(t)=-4 t\left(t^{2}-1\right) \alpha+4 t \beta  \tag{3.9}\\
h^{\prime}(2-t)=4(t-1)(t-2)(t-3) \alpha-4(t-2) \beta \tag{3.10}
\end{gather*}
$$

Note that those terms which involve the derivative of the integral add to 0 . Solving (3.9) and (3.10), we get,

$$
\begin{gather*}
\alpha=-\frac{(t-2) h^{\prime}(t)+t h^{\prime}(2-t)}{16 t(t-1)(t-2)} .  \tag{3.11}\\
\beta=-\frac{(t-2)(t-3) h^{\prime}(t)+t(t+1) h^{\prime}(2-t)}{16 t(t-2)} . \tag{3.12}
\end{gather*}
$$

Substituting this back into (3.7) and (3.8), we then get (eliminating $\gamma$ ),

$$
h(t)+\left(t^{2}-1\right)^{2} \alpha-2\left(1+t^{2}\right) \beta=h(2-t)+((3-t)(1-t))^{2} \alpha-2\left(1+(2-t)^{2}\right) \beta
$$

Using the expression for $\alpha$ and $\beta$, from (3.11) and (3.12), respectively, we have,

$$
\begin{equation*}
h(t)+\frac{(1-t)}{t} h^{\prime}(t)=h(2-t)+\frac{(1-t)}{(t-2)} h^{\prime}(2-t) \text { for all } t \in(0,1) \tag{3.13}
\end{equation*}
$$

In the notation of $D$ operator, we then get,

$$
\begin{equation*}
h(t)+(1-t)[D h](t)=h(2-t)-(1-t)[D h](2-t) \text { for all } t \in(0,1) . \tag{3.14}
\end{equation*}
$$

By continuity, we also have

$$
\begin{equation*}
h(t)+(1-t)[D h](t)=h(2-t)-(1-t)[D h](2-t) \text { for all } t \in[0,1] . \tag{3.15}
\end{equation*}
$$

This can be rewritten in the final form as follows:

$$
\begin{equation*}
h(t)-h(2-t)+(1-t)([D h](t)+[D h](2-t))=0 \text { for all } t \in[0,1] . \tag{3.16}
\end{equation*}
$$

Note that due to the smoothness condition on $h$, the expression above is well-defined for $t=1$ as well.
Our goal next is to generalize the above approach for odd dimensional spherical Radon transform set-up. The strategy, as in this specific example, is to eliminate integral expressions involving $f$. We also make the following observations:

- We work with $D$ derivatives instead of the usual derivatives.
- In the general odd dimensional set-up, we can take up to $k^{\text {th }}$ order $D$ derivatives and all such derivatives pass through the integral. In other words, the derivative of the integral has no contribution up to the $k^{\text {th }}$ order.
- Based on the calculations done for the 5D-case, we consider coefficients of $D$ derivatives as powers of $(1-t)$ multiplied by suitable constants. As in $(3.16)$, these are subtracted when evaluated at $t$ and $(2-t)$ for even order $D$ derivatives and added for odd order $D$ derivatives and set to 0 to determine the coefficients.

We carry out this program for the general odd dimensional case now. We should mention here that while the computations done for the 5 D case serve as a motivation for our approach below, it is very difficult to generalize it to higher dimensional cases, since the solution to the problem relies on the explicit inversion of a matrix. Nevertheless, finding the correct combination of derivatives leads to a positive answer as we show below. The 3 D case is trivial, and the 5 D computations done above can be recast as follows: Let us start with the expression for $h(t)$ :

$$
\begin{aligned}
h(t) & =\frac{\omega_{4}}{4 \omega_{5}} \int_{|1-t|}^{1} f(u) u\left(4 t^{2}-\left(1+t^{2}-u^{2}\right)^{2}\right) \mathrm{d} u \\
& =\frac{\omega_{4}}{4 \omega_{5}} \int_{|1-t|}^{1} f(u) u\left(2\left(u^{2}+1\right) t^{2}-t^{4}-\left(1-u^{2}\right)^{2}\right) \mathrm{d} u .
\end{aligned}
$$

Let

$$
P(t, u)=2\left(u^{2}+1\right) t^{2}-t^{4}-\left(1-u^{2}\right)^{2}
$$

It is a straightforward exercise to check that

$$
(P(t, u)-P(2-t, u))+(1-t)([D P](t, u)+[D P](2-t, u)) \equiv 0
$$

This then gives that

$$
(h(t)-h(2-t))+(1-t)([D h](t)+[D h](2-t)) \equiv 0 .
$$

This is exactly what we derived earlier using a slightly different approach. Nevertheless, this serves as a motivation for what follows.

Proof of necessity of Theorem 1.1. Let $n$ be of the form $n=2 k+3$ with $k \geq 0$. Let $f \in C_{c}^{\infty}(\mathbb{B})$ in $n$ dimensions be a function depending only on the distance from the origin. Then $f$ can be written as

$$
f(x)=\widetilde{f}(|x|), \text { for some } \tilde{f}:[0, \infty) \rightarrow \mathbb{R}
$$

We have that $\tilde{f} \in C^{\infty}([0, \infty))$ and all odd order derivatives of $\tilde{f}$ vanish at the origin. As before, we do not distinguish between $f$ and $\widetilde{f}$. The spherical Radon transform of $f$ is

$$
\begin{aligned}
\mathcal{R} f(p, t) & =\frac{1}{\omega_{n}} \int_{\mathbb{S} n-1} f(|p+t \theta|) \mathrm{d} S(\theta) \\
& =\frac{1}{\omega_{n}} \int_{\mathbb{S} n-1} f\left(\sqrt{1+t^{2}+2 t p \cdot \theta}\right) \mathrm{d} S(\theta) \\
& =\frac{\omega_{n-1}}{\omega_{n}} \int_{t / 2}^{1} f\left(\sqrt{1+t^{2}-2 t s}\right)\left(1-s^{2}\right)^{\frac{n-3}{2}} \mathrm{~d} s .
\end{aligned}
$$

The last equality follows from Funk-Hecke theorem combined with the fact that the support of $f$ is in the unit ball which forces $\frac{t}{2} \leq-p \cdot \theta \leq 1$. Next employing the change of variable,

$$
1+t^{2}-2 t s=u^{2}
$$

we have

$$
\begin{aligned}
h(t):=t^{n-2} \mathcal{R} f(p, t) & =\frac{\omega_{n-1}}{4^{k} \omega_{n}} \int_{|1-t|}^{1} u f(u)\left(4 t^{2}-\left(1+t^{2}-u^{2}\right)^{2}\right)^{k} \mathrm{~d} u \\
& =\frac{\omega_{n-1}}{4^{k} \omega_{n}} \int_{|1-t|}^{1} u f(u)\left(2\left(u^{2}+1\right) t^{2}-t^{4}-\left(1-u^{2}\right)^{2}\right)^{k} \mathrm{~d} u
\end{aligned}
$$

The integral kernel for $h(t)$ is a polynomial in $t, u$ variables. In order to derive a necessary condition for a function $h(t) \in C_{c}^{\infty}((0,2))$ to be in the range of the spherical Radon transform, a reasonable approach would be differentiate $h$ several times and derive a system of equations eliminating integrals with integrand of the form $f(u) u^{m}$ for certain positive integers $m$. Before we proceed, we make the following remark. We are interested in taking $k$ derivatives of $h(t)$. In fact, $h$ is infinitely differentiable
in $t$. This is clear for $t \neq 1$. However, for $t=1$, we can argue as follows. We have that $h(t)$ (involving the spherical Radon transform of a smooth function) is smooth in the $t$ variable and for $t \neq 1$, the derivatives of $h(t)$ can be computed by chain rule. Hence the derivatives of $h(t)$ at $t=1$ can be evaluated by taking the limit as $t \rightarrow 1$ of the corresponding derivatives evaluated at $t \neq 1$. The same remark applies for higher order $D$ derivatives instead of ordinary derivatives. With this remark in mind, we will not distinguish between $t=1$ and $t \neq 1$. With

$$
Q(t, u)=2\left(u^{2}+1\right) t^{2}-t^{4}-\left(1-u^{2}\right)^{2},
$$

we consider $P(t, u)=(Q(t, u))^{k}$, and we are interested in taking $D$ derivatives up to order $k$ of $h(t)$. Note that up to order $k$, the derivatives are only evaluated on $P(t, u)$, since $Q(t, 1-t)=0$.

As a first step, we find explicit expression for higher order $D$ derivatives of $h(t)$. We use a special case of Faà di Bruno's formula, Lemma 2.8: Let's consider

$$
P(t)=t^{k} \text { and } Q(t, u)=2\left(u^{2}+1\right) t^{2}-t^{4}-\left(1-u^{2}\right)^{2} .
$$

In the set-up that we have, we take higher order $D$ derivatives of $Q$ and we observe that $\left.D^{p} Q(t, u)\right)=0$ for $p \geq 3$. Furthermore,

$$
D Q(t, u)=4\left(u^{2}+1-t^{2}\right)=4\left(\frac{Q(2-t, u)-Q(t, u)}{8(1-t)}+2(1-t)\right),
$$

and

$$
D^{2} Q(t, u)=-8 .
$$

With all these considerations, we arrive at the following formula for $D^{p} P(t, u)$ :
$D^{p} P(t, u)=\sum_{q \geq p / 2}^{p} \frac{k!}{(k-q)!}(Q(t, u))^{k-q} \frac{p!}{(2 q-p)!(p-q)!2^{p-q}}\left(\frac{Q(2-t, u)-Q(t, u)}{2(1-t)}+8(1-t)\right)^{2 q-p}(-8)^{p-q}$.
Let us write this as

$$
\begin{equation*}
D^{p} P(t, u)=\sum_{q \geq p / 2}^{p} \frac{K(p, q)}{(1-t)^{2 q-p}} Q(t, u)^{k-q}\left(Q(2-t, u)-Q(t, u)+16(1-t)^{2}\right)^{2 q-p}, \tag{3.17}
\end{equation*}
$$

with

$$
K(p, q)=\frac{k!p!(-4)^{p-q}}{(k-q)!(2 q-p)!(p-q)!2^{2 q-p}} .
$$

Since we are only interested in derivatives in the $t$ variable, we are going to suppress the dependence of $P, Q$ and their derivatives on $u$, and simply write $P(t), Q(t)$, etc. We also recall our convention that $\left[D^{p} P\right](\cdot)$ denotes evaluation of the function $D^{p} P$ at the given point. Based on the necessary condition derived for the 5D case, keeping in mind odd or even order $D$ derivatives, let us consider

$$
\begin{equation*}
(1-t)^{p}\left(\left[D^{p} P\right](t)+(-1)^{p+1}\left[D^{p} P\right](2-t)\right) . \tag{3.18}
\end{equation*}
$$

Let us expand $\left[D^{p} P\right](t)$ by binomial theorem. We get,

$$
\begin{aligned}
{\left[D^{p} P\right](t) } & =\sum_{q \geq p / 2}^{p} \frac{K(p, q)}{(1-t)^{2 q-p}} Q(t)^{k-q} \sum_{r=0}^{2 q-p}\binom{2 q-p}{r}(Q(2-t)-Q(t))^{2 q-p-r} 16^{r}(1-t)^{2 r} \\
& =\sum_{q \geq p / 2}^{p} \sum_{r=0}^{2 q-p} \frac{16^{r} K(p, q)}{(1-t)^{2 q-p}}(1-t)^{2 r}\binom{2 q-p}{r} Q(t)^{k-q}(Q(2-t)-Q(t))^{2 q-p-r} .
\end{aligned}
$$

Hence

$$
\left[D^{p} P\right](2-t)=\sum_{q \geq p / 2}^{p} \sum_{r=0}^{2 q-p} \frac{(-1)^{2 q-p-r} 16^{r} K(p, q)}{(-1)^{2 q-p}(1-t)^{2 q-p}}(1-t)^{2 r}\binom{2 q-p}{r} Q(2-t)^{k-q}(Q(2-t)-Q(t))^{2 q-p-r} .
$$

Therefore

$$
\begin{aligned}
(1-t)^{p}\left(\left[D^{p} P\right](t)+(-1)^{p+1}\left[D^{p} P\right](2-t)\right) & =\sum_{q \geq p / 2}^{p} \sum_{r=0}^{2 q-p} K(p, q) 16^{r}(1-t)^{2 p-2 q+2 r}\binom{2 q-p}{r} \times \\
& (Q(2-t)-Q(t))^{2 q-p-r}\left\{Q(t)^{k-q}+(-1)^{p-r+1} Q(2-t)^{k-q}\right\} .
\end{aligned}
$$

We want to find coefficients $\{C(k, p)\}$ for $0 \leq p \leq k$ such that

$$
\begin{aligned}
& \sum_{p=0}^{k} \sum_{q \geq p / 2}^{p} \sum_{r=0}^{2 q-p} C(k, p) K(p, q)(-1)^{2 q-p-r} 16^{r}(1-t)^{2 p-2 q+2 r}\binom{2 q-p}{r} \times \\
& (Q(t)-Q(2-t))^{2 q-p-r}\left\{Q(t)^{k-q}+(-1)^{p-r+1} Q(2-t)^{k-q}\right\}=0
\end{aligned}
$$

Simplifying the constants in the equality above, we arrive at

$$
\begin{align*}
& \sum_{p=0}^{k} \sum_{q \geq p / 2}^{p} \sum_{r=0}^{2 q-p} C(k, p) \frac{k!p!(-1)^{q-r} 2^{3 p-4 q+4 r}}{(k-q)!(p-q)!r!(2 q-p-r)!}(1-t)^{2(p-q+r)}  \tag{3.19}\\
& \times(Q(t)-Q(2-t))^{2 q-p-r}\left\{Q(t)^{k-q}+(-1)^{p-r+1} Q(2-t)^{k-q}\right\}=0
\end{align*}
$$

Our goal is to find constants $C(k, p)$ such that (3.19) is valid. Let us fix a power of $(1-t)^{2}$ of the form $(1-t)^{2(k-l)}$. Our strategy for determining the coefficients is to set sum of the terms corresponding to this fixed power $(1-t)^{2(k-l)}=0$. Let us assume $l$ is odd; the proof for the even case is similar. The maximum possible choices of triples $(p, q, r)$ we have to consider are:
(1) $(k, k-l, k-2 l),(k, k-l+1, k-2 l+1), \cdots,(k, k, k-l)$
(2) $(k-1, k-l, k-2 l+1),(k-1, k-l+1, k-2 l+2), \cdots,(k-1, k-1, k-l)$
(3) $(k-l, k-l, k-l)$.

The maximum number of terms above is $\frac{(l+1)(l+2)}{2}$.
We prove our result by induction. Let us start by considering the highest power of $(1-t)$ in (3.19).
We claim that a term of the form $(1-t)^{2 k}$ does not appear in the expansion above. This can be seen as follows: To get the term, $(1-t)^{2(p-q+r)}=(1-t)^{2 k}$, we must have $p-q+r=k$. If $p<k$, then we must have $q<r$. But we have $0 \leq r \leq 2 q-p<2 r-p$. This then implies that $r<2 r-p$, which then gives that $r>p$, but this impossible. Hence $p=k$. This then gives $r=q$, which then gives that $p \leq q$. But $q \leq p$ always and hence $q=p=k$. This forces $r=k$. Due to the presence of $(-1)^{p-r+1}$ in the term above, we get that $(1-t)^{2 k}$ term does not appear in the expansion above.

Next we show that a term involving $(1-t)^{2 k-2}$ appears exactly twice in the term involving $C(k, k)$ and once in the term involving $C(k, k-1)$. First, consider $p=k$. Then we have to consider $p-q+r=k-1$, and since $p=k$, we have $q-r=1$, which then implies that $k-1 \leq q$. Hence the two choices of $q$ that are possible are $q=k-1$ and $q=k$. If $q=k-1$, then $r=k-2$, and if $q=k$, then $r=k-1$. If we consider $p=k-1$, then exactly the same argument as in the previous paragraph leads to $r=q=p=k-1$. Hence only one choice is possible. Next let $p=k-2$. We then have $r-q=1$, and following the same arguments as above, we get that $q \geq k-1$, which is impossible since $q \leq p=k-2$. A similar argument follows for all $p<k-2$. Hence we have established that there are exactly three terms.

Summarizing the content of the above paragraph, there are exactly 3 terms in the above expansion involving $(1-t)^{2 k-2}$. They correspond to the following triples: $(p, q, r)=(k, k-1, k-2),(k, k, k-1)$ and $(k-1, k-1, k-1)$. We have to be careful with terms involving the case when $q=k$, since in this case, $Q(t)^{k-q}+(-1)^{p-r+1} Q(2-t)^{k-q}$ is either 0 or 2 . Note that this appears below when dealing with $K(k, k)$ term. Setting the term involving $(1-t)^{2 k-2}$ to be 0 , we get
$\left\{C(k, k)\left\{K(k, k-1) 8^{k-2}-K(k, k) 8^{k-1} k\right\}+C(k, k-1) K(k-1, k-1) 8^{k-1}\right\}(Q(t)-Q(2-t))=0$.
By setting the terms within the outer parantheses to be 0 and using the values of $K(k, k-1), K(k, k)$ and $K(k-1, k-1)$, we then get the following:

$$
\begin{equation*}
-C(k, k)\left\{\frac{4 k!^{2} 8^{k-2}}{(k-2)!}+k!8^{k-1} k\right\}+C(k, k-1) k!8^{k-1}=0 \tag{3.20}
\end{equation*}
$$

Setting $C(k, k)=1$, we find that $C(k, k-1)=k(k+1) / 2$. Notice that the values of $\{C(k, p)\}$ are unique up to a normalizing constant. We choose the normalization so that $C(k, k)=1$.

Let us assume by induction that $C(k, k-s)=\frac{(k+s)!}{(k-s)!2^{s} s!}$ for all $0 \leq s \leq l-1$. Note that $C(k, k)=1$. Our goal is to determine $C(k, k-l)$. For ease of notation, from now on, we let $A=Q(t)$ and $B=Q(2-t)$.

The terms corresponding to the triples from (1) above are:

$$
-C(k, k)(k!)^{2} 2^{3 k-4 l} \sum_{s=0}^{l} \frac{(A-B)^{s}\left(A^{l-s}+(-1)^{2 l+1-s} B^{l-s}\right)}{((l-s)!)^{2}(k-2 l+s)!s!} .
$$

The terms corresponding to the triples $(p, q, r)$ from (2) above are:

$$
C(k, k-1) k!(k-1)!2^{3 k-4 l+1} \sum_{s=0}^{l-1} \frac{(A-B)^{s}\left(A^{l-s}+(-1)^{2 l-s-1} B^{l-s}\right)}{(l-s)!(l-s-1)!(k-2 l+1+s)!s!}
$$

The terms corresponding to triples $(p, q, r)$ with $p=k-2$ are:

$$
-C(k, k-2) k!(k-2)!2^{3 k-4 l+2} \sum_{s=0}^{l-2} \frac{(A-B)^{s}\left(A^{l-s}+(-1)^{2 l-s-3} B^{l-s}\right)}{(l-s)!(l-s-2)!(k-2 l+2+s)!s!} .
$$

Continuing in this fashion and summing up all the terms corresponding to $(1-t)^{2(k-l)}$ and setting it to 0 , we have

$$
k!\sum_{m=0}^{l}(-1)^{l-m} C(k, k-m)(k-m)!2^{3 k-4 l+m} \sum_{s=0}^{l-m} \frac{(A-B)^{s}\left(A^{l-s}-(-1)^{2 l-s} B^{l-s}\right)}{(l-s)!(l-s-m)!(k-2 l+s+m)!s!}=0 .
$$

We ignore $k$ ! and $2^{3 k-4 l}$ in the above expression from now on. Interchanging the order of summation, we get,

$$
\begin{equation*}
\sum_{s=0}^{l} \sum_{m=0}^{l-s}(-1)^{l-m} C(k, k-m)(k-m)!2^{m} \frac{(A-B)^{s}\left(A^{l-s}-(-1)^{s} B^{l-s}\right)}{(l-s)!(l-s-m)!(k-2 l+s+m)!s!}=0 \tag{3.21}
\end{equation*}
$$

Let us split (3.21) as

$$
\begin{aligned}
& \sum_{s=1}^{l-1} \sum_{m=1}^{l-s}(-1)^{l-m} C(k, k-m)(k-m)!2^{m} \frac{(A-B)^{s}\left(A^{l-s}-(-1)^{s} B^{l-s}\right)}{(l-s)!(l-s-m)!(k-2 l+s+m)!s!} \\
& +\sum_{m=1}^{l-1} \frac{(-1)^{l-m} C(k, k-m)(k-m)!2^{m}\left(A^{l}-B^{l}\right)}{l!(l-m)!(k-2 l+m)!}-2(A-B)^{l}\binom{k}{l} \\
& -\sum_{s=1}^{l-1} \frac{k!(A-B)^{s}\left(A^{l-s}-(-1)^{s} B^{l-s}\right)}{((l-s)!)^{2}(k-2 l+s)!s!}+\frac{C(k, k-l) 2^{l}\left(A^{l}-B^{l}\right)}{l!}-\frac{k!\left(A^{l}-B^{l}\right)}{(l!)^{2}(k-2 l)!}=0 .
\end{aligned}
$$

Using the fact that $C(k, k-m)=\frac{(k+m)!}{(k-m)!2^{m} m!}$ for $0 \leq m<l$, we get,

$$
\begin{aligned}
& \sum_{s=1}^{l-1} \sum_{m=1}^{l-s}(-1)^{l-m} \frac{(k+m)!(A-B)^{s}\left(A^{l-s}-(-1)^{s} B^{l-s}\right)}{m!(l-s)!(l-s-m)!(k-2 l+s+m)!s!}-\sum_{m=1}^{l-1}(-1)^{m} \frac{(k+m)!\left(A^{l}-B^{l}\right)}{l!m!(l-m)!(k-2 l+m)!} \\
& -2(A-B)^{l}\binom{k}{l}-\sum_{s=1}^{l-1} \frac{k!(A-B)^{s}\left(A^{l-s}-(-1)^{s} B^{l-s}\right)}{((l-s)!)^{2}(k-2 l+s)!s!}+\frac{C(k, k-l) 2^{l}\left(A^{l}-B^{l}\right)}{l!}-\frac{k!\left(A^{l}-B^{l}\right)}{(l!)^{2}(k-2 l)!}=0
\end{aligned}
$$

We can write this as

$$
\begin{align*}
& -\sum_{s=1}^{l-1} \frac{(2 l-s)!(A-B)^{s}\left(A^{l-s}-(-1)^{s} B^{l-s}\right)}{((l-s)!)^{2} s!} \sum_{m=1}^{l-s}(-1)^{m}\binom{k+m}{2 l-s}\binom{l-s}{m} \\
& -\frac{(2 l)!\left(A^{l}-B^{l}\right)}{(l!)^{2}} \sum_{m=1}^{l-1}(-1)^{m}\binom{k+m}{2 l}\binom{l}{m}-2(A-B)^{l}\binom{k}{l}  \tag{3.22}\\
& -\sum_{s=1}^{l-1}\binom{k}{2 l-s}\binom{2 l-s}{l}\binom{l}{s}(A-B)^{s}\left(A^{l-s}-(-1)^{s} B^{l-s}\right) \\
& +\frac{C(k, k-l) 2^{l}\left(A^{l}-B^{l}\right)}{l!}-\frac{k!\left(A^{l}-B^{l}\right)}{(l!)^{2}(k-2 l)!}=0 .
\end{align*}
$$

Our next step is to simplify the first summand in (3.22) above, which we denote by $\beta$ :

$$
\beta=-\sum_{s=1}^{l-1} \frac{(2 l-s)!(A-B)^{s}\left(A^{l-s}-(-1)^{s} B^{l-s}\right)}{((l-s)!)^{2} s!} \sum_{m=1}^{l-s}(-1)^{m}\binom{k+m}{2 l-s}\binom{l-s}{m} .
$$

We first simplify the second summand in $\beta$ : We write using Vandermonde identity [25]:

$$
\binom{k+m}{2 l-s}=\sum_{j=1}^{m}\binom{k}{2 l-s-j}\binom{m}{j}+\binom{k}{2 l-s}
$$

the second term on the right being the term corresponding to the index $j=0$ from the first sum. Using this, we have,

$$
\begin{aligned}
\sum_{m=1}^{l-s}(-1)^{m}\binom{k+m}{2 l-s}\binom{l-s}{m} & =\sum_{m=1}^{l-s}(-1)^{m}\left\{\sum_{j=1}^{m}\binom{k}{2 l-s-j}\binom{m}{j}+\binom{k}{2 l-s}\right\}\binom{l-s}{m} \\
& =\sum_{m=1}^{l-s}(-1)^{m}\left\{\sum_{j=1}^{m}\binom{k}{2 l-s-j}\binom{m}{j}\binom{l-s}{m}+\binom{k}{2 l-s}\binom{l-s}{m}\right\} \\
& =\sum_{m=1}^{l-s}(-1)^{m}\left\{\sum_{j=1}^{m}\binom{k}{2 l-s-j}\binom{l-s}{j}\binom{l-s-j}{l-s-m}+\binom{k}{2 l-s}\binom{l-s}{m}\right\} .
\end{aligned}
$$

In the last equality, we have used the standard fact:

$$
\binom{a}{b}\binom{b}{c}=\binom{a}{c}\binom{a-c}{b-c}=\binom{a}{c}\binom{a-c}{a-b} .
$$

Let us interchange the order of summation. We then get,

$$
\begin{align*}
\sum_{m=1}^{l-s}(-1)^{m}\binom{k+m}{2 l-s}\binom{l-s}{m} & =\sum_{j=1}^{l-s} \sum_{m=j}^{l-s}(-1)^{m}\binom{k}{2 l-s-j}\binom{l-s}{j}\binom{l-s-j}{l-s-m}  \tag{3.23}\\
& +\sum_{m=1}^{l-s}(-1)^{m}\binom{k}{2 l-s}\binom{l-s}{m} . \tag{3.24}
\end{align*}
$$

Note that

$$
\sum_{m=0}^{l-s}(-1)^{m}\binom{l-s}{m}=0
$$

Hence (3.24) simplifies to

$$
\sum_{m=1}^{l-s}(-1)^{m}\binom{k}{2 l-s}\binom{l-s}{m}=-\binom{k}{2 l-s} .
$$

Next let us consider the first summand on the right in (3.23). We write

$$
\begin{aligned}
& \sum_{j=1}^{l-s} \sum_{m=j}^{l-s}(-1)^{m}\binom{k}{2 l-s-j}\binom{l-s}{j}\binom{l-s-j}{l-s-m} \\
& =\sum_{j=1}^{l-s-1} \sum_{m=j}^{l-s}(-1)^{m}\binom{k}{2 l-s-j}\binom{l-s}{j}\binom{l-s-j}{l-s-m}+(-1)^{l-s}\binom{k}{l} \\
& =\sum_{j=1}^{l-s-1}\binom{k}{2 l-s-j}\binom{l-s}{j} \sum_{m=j}^{l-s}(-1)^{m}\binom{l-s-j}{l-s-m}+(-1)^{l-s}\binom{k}{l} .
\end{aligned}
$$

We have that

$$
\sum_{m=j}^{l-s}(-1)^{m}\binom{l-s-j}{l-s-m}=0 .
$$

Hence

$$
\sum_{j=1}^{l-s} \sum_{m=j}^{l-s}(-1)^{m}\binom{k}{2 l-s-j}\binom{l-s}{j}\binom{l-s-j}{l-s-m}=(-1)^{l-s}\binom{k}{l} .
$$

Putting this together, we get

$$
\begin{equation*}
\sum_{m=1}^{l-s}(-1)^{m}\binom{k+m}{2 l-s}\binom{l-s}{m}=(-1)^{l-s}\binom{k}{l}-\binom{k}{2 l-s} \tag{3.25}
\end{equation*}
$$

Substituting (3.25) into $\beta$, we have

$$
\begin{aligned}
\beta & =-\binom{k}{l} \sum_{s=1}^{l-1}(-1)^{l-s} \frac{(2 l-s)!(A-B)^{s}\left(A^{l-s}-(-1)^{s} B^{l-s}\right)}{((l-s)!)^{2} s!} \\
& +\sum_{s=1}^{l-1}\binom{k}{2 l-s} \frac{(2 l-s)!(A-B)^{s}\left(A^{l-s}-(-1)^{s} B^{l-s}\right)}{((l-s)!)^{2} s!}
\end{aligned}
$$

We write

$$
\frac{(2 l-s)!}{((l-s)!)^{2} s!}=\binom{2 l-s}{l-s}\binom{l}{s}=\binom{2 l-s}{l}\binom{l}{s} .
$$

With this, we have

$$
\begin{aligned}
\beta & =-\binom{k}{l} \sum_{s=1}^{l-1}(-1)^{l-s}\binom{2 l-s}{l}\binom{l}{s}(A-B)^{s}\left(A^{l-s}-(-1)^{s} B^{l-s}\right) \\
& +\sum_{s=1}^{l-1}\binom{k}{2 l-s}\binom{2 l-s}{l}\binom{l}{s}(A-B)^{s}\left(A^{l-s}-(-1)^{s} B^{l-s}\right) \\
& =\binom{k}{l} \sum_{s=1}^{l-1}(-1)^{s}\binom{2 l-s}{l}\binom{l}{s}(A-B)^{s}\left(A^{l-s}-(-1)^{s} B^{l-s}\right) \\
& +\binom{k}{l} \sum_{s=1}^{l-1}\binom{k-l}{l-s}\binom{l}{s}(A-B)^{s}\left(A^{l-s}-(-1)^{s} B^{l-s}\right)
\end{aligned}
$$

Note that in the second line from bottom above, we have used the fact that $l$ is odd. Let us write

$$
\begin{aligned}
& \binom{k}{l} \sum_{s=1}^{l-1}(-1)^{s}\binom{2 l-s}{l}\binom{l}{s}(A-B)^{s}\left(A^{l-s}-(-1)^{s} B^{l-s}\right) \\
& =\binom{k}{l}\left\{\sum_{s=0}^{l}(-1)^{s}\binom{2 l-s}{l}\binom{l}{s}(A-B)^{s}\left(A^{l-s}-(-1)^{s} B^{l-s}\right)-\frac{(2 l)!}{(l!)^{2}}\left(A^{l}-B^{l}\right)+2(A-B)^{l}\right\}
\end{aligned}
$$

Hence

$$
\begin{aligned}
\beta & =\binom{k}{l}\left\{\sum_{s=0}^{l}(-1)^{s}\binom{2 l-s}{l}\binom{l}{s}(A-B)^{s}\left(A^{l-s}-(-1)^{s} B^{l-s}\right)-\frac{(2 l)!}{(l!)^{2}}\left(A^{l}-B^{l}\right)+2(A-B)^{l}\right\} \\
& +\binom{k}{l} \sum_{s=1}^{l-1}\binom{k-l}{l-s}\binom{l}{s}(A-B)^{s}\left(A^{l-s}-(-1)^{s} B^{l-s}\right)
\end{aligned}
$$

Lemma 3.1. We have that for any $A$ and $B$ and for any $l \geq 0$,

$$
\sum_{s=0}^{l}(-1)^{s}\binom{2 l-s}{l}\binom{l}{s}(A-B)^{s}\left(A^{l-s}-(-1)^{s} B^{l-s}\right)=0
$$

Proof. We first split the left hand side as follows:

$$
\begin{aligned}
\sum_{s=0}^{l}(-1)^{s}\binom{2 l-s}{l}\binom{l}{s}(A-B)^{s}\left(A^{l-s}-(-1)^{s} B^{l-s}\right) & =\sum_{s=0}^{l}\binom{2 l-s}{l}\binom{l}{s}(B-A)^{s} A^{l-s} \\
& -\sum_{s=0}^{l}\binom{2 l-s}{l}\binom{l}{s}(A-B)^{s} B^{l-s} .
\end{aligned}
$$

Now we write

$$
\binom{2 l-s}{l}=\frac{1}{2 \pi \mathrm{i}} \int_{|z|=\varepsilon} \frac{(1+z)^{2 l-s}}{z^{l+1}} \mathrm{~d} z
$$

and hence

$$
\begin{aligned}
\sum_{s=0}^{l}\binom{2 l-s}{l}\binom{l}{s}(B-A)^{s} A^{l-s} & =\frac{1}{2 \pi \mathrm{i}} \int_{|z|=\varepsilon} \sum_{s=0}^{l}\binom{l}{s}(B-A)^{s} A^{l-s} \frac{(1+z)^{2 l-s}}{z^{l+1}} \mathrm{~d} z \\
& =\frac{1}{2 \pi \mathrm{i}} \int_{|z|=\varepsilon} \sum_{s=0}^{l}\binom{l}{s}\left(\frac{B-A}{1+z}\right)^{s} A^{l-s} \frac{(1+z)^{2 l}}{z^{l+1}} \mathrm{~d} z \\
& =\frac{1}{2 \pi \mathrm{i}} \int_{|z|=\varepsilon}\left(A+\frac{B-A}{1+z}\right)^{l} \frac{(1+z)^{2 l}}{z^{l+1}} \mathrm{~d} z \\
& =\frac{1}{2 \pi \mathrm{i}} \int_{|z|=\varepsilon} \frac{((B+A z)(1+z))^{l}}{z^{l+1}} \mathrm{~d} z
\end{aligned}
$$

Similarly,

$$
\sum_{s=0}^{l}\binom{2 l-s}{l}\binom{l}{s}(A-B)^{s} B^{l-s}=\frac{1}{2 \pi \mathrm{i}} \int_{|z|=\varepsilon} \frac{((A+B z)(1+z))^{l}}{z^{l+1}} \mathrm{~d} z
$$

We would like to show then that

$$
\frac{1}{2 \pi \mathrm{i}} \int_{|z|=\varepsilon} \frac{((B+A z)(1+z))^{l}}{z^{l+1}} \mathrm{~d} z-\frac{1}{2 \pi \mathrm{i}} \int_{|z|=\varepsilon} \frac{((A+B z)(1+z))^{l}}{z^{l+1}} \mathrm{~d} z=0
$$

Expanding $(B+A z)^{l}(1+z)^{l}$ using binomial theorem, we get,

$$
(B+A z)^{l}(1+z)^{l}=\sum_{u, v=0}^{l}\binom{l}{u}\binom{l}{v} B^{u} A^{l-u} z^{l-u} z^{v}
$$

Then

$$
\frac{(B+A z)^{l}(1+z)^{l}}{z^{l+1}}=\frac{\sum_{u, v=0}^{l}\binom{l}{u}\binom{l}{v} B^{u} A^{l-u} z^{v-u}}{z}
$$

Hence

$$
\frac{1}{2 \pi \mathrm{i}} \int_{|z|=\varepsilon} \frac{((B+A z)(1+z))^{l}}{z^{l+1}} \mathrm{~d} z=\sum_{u=0}^{l}\binom{l}{u}^{2} B^{u} A^{l-u}
$$

by Cauchy's theorem combined with the fact that for any negative power of $z$ that is not -1 , the integral vanishes, since $z^{-p}$ has a primitive in a neighborhood of $|z|=\varepsilon$ for $p \neq 1$. Similarly,

$$
\frac{(A+B z)^{l}(1+z)^{l}}{z^{l+1}}=\frac{\sum_{u, v=0}^{l}\binom{l}{u}\binom{l}{v} A^{u} B^{l-u} z^{v-u}}{z}
$$

Exactly the same argument gives,

$$
\frac{1}{2 \pi \mathrm{i}} \int_{|z|=\varepsilon} \frac{(A+B z)^{l}(1+z)^{l}}{z^{l+1}} \mathrm{~d} z=\sum_{u=0}^{l}\binom{l}{u}^{2} A^{u} B^{l-u}
$$

Since $\binom{l}{u}=\binom{l}{l-u}$, these two sums are the same. This concludes the proof of the lemma.

Going back to the proof of the result, we have now

$$
\beta=\binom{k}{l}\left\{-\frac{(2 l)!}{(l!)^{2}}\left(A^{l}-B^{l}\right)+2(A-B)^{l}\right\}+\binom{k}{l} \sum_{s=1}^{l-1}\binom{k-l}{l-s}\binom{l}{s}(A-B)^{s}\left(A^{l-s}-(-1)^{s} B^{l-s}\right)
$$

Substituting this into (3.22), we then get,

$$
\begin{align*}
0 & =\binom{k}{l}\left\{-\frac{(2 l)!}{(l!)^{2}}\left(A^{l}-B^{l}\right)+2(A-B)^{l}\right\}+\binom{k}{l} \sum_{s=1}^{l-1}\binom{k-l}{l-s}\binom{l}{s}(A-B)^{s}\left(A^{l-s}-(-1)^{s} B^{l-s}\right) \\
& -\frac{(2 l)!\left(A^{l}-B^{l}\right)}{(l!)^{2}} \sum_{m=1}^{l-1}(-1)^{m}\binom{k+m}{2 l}\binom{l}{m}-2(A-B)^{l}\binom{k}{l} \\
& -\sum_{s=1}^{l-1}\binom{k}{2 l-s}\binom{2 l-s}{l}\binom{l}{s}(A-B)^{s}\left(A^{l-s}-(-1)^{s} B^{l-s}\right)+\frac{C(k, k-l) 2^{l}\left(A^{l}-B^{l}\right)}{l!}-\frac{k!\left(A^{l}-B^{l}\right)}{(l!)^{2}(k-2 l)!} \tag{3.26}
\end{align*}
$$

Finally, let us simplify the third summand on the right:

$$
\sum_{m=1}^{l-1}(-1)^{m}\binom{k+m}{2 l}\binom{l}{m}
$$

We have, again using Vandermonde identity,

$$
\sum_{m=1}^{l-1}(-1)^{m}\binom{k+m}{2 l}\binom{l}{m}=\sum_{m=1}^{l-1}(-1)^{m} \sum_{j=1}^{m}\binom{k}{2 l-j}\binom{m}{j}\binom{l}{m}+\sum_{m=1}^{l-1}(-1)^{m}\binom{k}{2 l}\binom{l}{m}
$$

We note that in the second sum above, there are at least two terms in the expansion since $m$ starts from 1 and $l$ is odd. Hence the second summand on the right is 0 . Then

$$
\sum_{m=1}^{l-1}(-1)^{m}\binom{k+m}{2 l}\binom{l}{m}=\sum_{m=1}^{l-1}(-1)^{m} \sum_{j=1}^{m}\binom{k}{2 l-j}\binom{l}{j}\binom{l-j}{m-j}
$$

Interchanging the order of summation, we get,

$$
\begin{aligned}
\sum_{m=1}^{l-1}(-1)^{m}\binom{k+m}{2 l}\binom{l}{m} & =\sum_{j=1}^{l-1}\binom{k}{2 l-j}\binom{l}{j} \sum_{m=j}^{l-1}(-1)^{m}\binom{l-j}{m-j} \\
& =\sum_{j=1}^{l-1}\binom{k}{2 l-j}\binom{l}{j}
\end{aligned}
$$

Note that the second line follows due to the fact that

$$
\begin{aligned}
0 & =\sum_{m=j}^{l}(-1)^{m}\binom{l-j}{m-j} \\
& =\sum_{m=j}^{l-1}(-1)^{m}\binom{l-j}{m-j}+(-1)^{l}
\end{aligned}
$$

Since $l$ is assumed to be odd, we get,

$$
\sum_{m=j}^{l-1}(-1)^{m}\binom{l-j}{m-j}=1
$$

We have,

$$
\sum_{k}\binom{p}{k}\binom{q-j}{q-k}=\binom{p+q-j}{q}
$$

Using this formula, we get,

$$
\sum_{m=1}^{l-1}(-1)^{m}\binom{k+m}{2 l}\binom{l}{m}=\binom{k+l}{2 l}-\binom{k}{2 l}-\binom{k}{l}
$$

Using this in (3.26), we have

$$
\begin{align*}
0 & =\binom{k}{l}\left\{-\frac{(2 l)!}{(l!)^{2}}\left(A^{l}-B^{l}\right)+2(A-B)^{l}\right\}+\binom{k}{l} \sum_{s=1}^{l-1}\binom{k-l}{l-s}\binom{l}{s}(A-B)^{s}\left(A^{l-s}-(-1)^{s} B^{l-s}\right) \\
& -\frac{(2 l)!\left(A^{l}-B^{l}\right)}{(l!)^{2}}\left\{\binom{k+l}{2 l}-\binom{k}{2 l}-\binom{k}{l}\right\} \\
& -2(A-B)^{l}\binom{k}{l}-\sum_{s=1}^{l-1}\binom{k}{2 l-s}\binom{2 l-s}{l}\binom{l}{s}(A-B)^{s}\left(A^{l-s}-(-1)^{s} B^{l-s}\right) \\
& +\frac{C(k, k-l) 2^{l}\left(A^{l}-B^{l}\right)}{l!}-\frac{k!\left(A^{l}-B^{l}\right)}{(l!)^{2}(k-2 l)!} \tag{3.27}
\end{align*}
$$

The second and fifth terms on the right in (3.27) cancel. Further cancelling out other common terms in (3.27), we arrive at

$$
C(k, k-l)=\frac{(k+l)!}{(k-l)!2^{l} l!}
$$

This completes the induction step. A similar argument can be employed for the case of $l$ even and for this reason we will skip the proof.

Going back to (3.19), we have found the coefficients $C(k, p)$ such that this equation is 0 . In other words, we have obtained the following:

$$
\sum_{p=0}^{k} C(k, p)(1-t)^{p}\left(\left[D^{p} P\right](t)+(-1)^{p+1}\left[D^{p} P\right](2-t)\right)=0
$$

where

$$
C(k, p)=\frac{(2 k-p)!}{p!2^{k-p}(k-p)!}
$$

Since, as already mentioned above, the $D$ derivatives up to order $k$ of $h(t)$ are applied only to $P(t, u)$, we have obtained the following necessary condition for a function $g \in C_{c}^{\infty}((0,2))$ to be in the range of a smooth radial function supported in the unit ball in $\mathbb{R}^{n}$, where $n=2 k+3$ : Letting $h(t)=t^{n-2} g(t)$, we have for all $t \in[0,1]$

$$
\begin{equation*}
\left\{\sum_{p=0}^{k} C(k, p)(1-\cdot)^{p}\left[D^{p} h(\cdot)\right]\right\}(t)=\left\{\sum_{p=0}^{k} C(k, p)(1-\cdot)^{p}\left[D^{p} h(\cdot)\right]\right\}(2-t) . \tag{3.28}
\end{equation*}
$$

3.1.2. Proof of sufficiency in Theorem 1.1. In this subsection, we give the proof of sufficiency of Theorem 1.1. We start with a result about special functions that could be of independent interest.
Theorem 3.2. Let $h(t) \in C_{c}^{\infty}((0,2))$ satisfy the following evenness condition:

$$
\begin{equation*}
\left\{\sum_{p=0}^{k} C(k, p)(1-\cdot)^{p}\left[D^{p} h\right](\cdot)\right\}(1-t)=\left\{\sum_{p=0}^{k} C(k, p)(1-\cdot)^{p}\left[D^{p} h\right](\cdot)\right\}(1+t) \text { for all } t \in[0,1] . \tag{3.29}
\end{equation*}
$$

Then $h(t)$ satisfies the following identity: For $\lambda>0$ :

$$
\begin{equation*}
\left(\int_{0}^{\infty} j_{k+\frac{1}{2}}(\lambda t) t h(t) \mathrm{d} t\right) y_{k+\frac{1}{2}}(\lambda)=\left(\int_{0}^{\infty} y_{k+\frac{1}{2}}(\lambda t) t h(t) \mathrm{d} t\right) j_{k+\frac{1}{2}}(\lambda) . \tag{3.30}
\end{equation*}
$$

Proof. We define

$$
H(t)=\sum_{p=0}^{k} C(k, p)(1-t)^{p}\left[D^{p} h\right](t)
$$

We observe the following properties of $H(t)$.
(1) $H(t)=H(2-t)$ for $0 \leq t \leq 1$,
(2) $H(t)=0$ for $t>2$.

We claim that the following integral

$$
\begin{equation*}
I_{k}=\int_{0}^{\infty} \sum_{p=0}^{k} C(k, p)(1-t)^{p}\left[D^{p} h\right](t) j_{k+\frac{1}{2}}(\lambda(t-1))(t-1) \mathrm{d} t=0 \tag{3.31}
\end{equation*}
$$

To see this, first of all, we observe that due to the support condition on $h, H(t)$ has non-trivial support only in $(0,2)$. Then

$$
\begin{aligned}
I_{k} & =\int_{0}^{2} \sum_{p=0}^{k} C(k, p)(1-t)^{p}\left[D^{p} h\right](t) j_{k+\frac{1}{2}}(\lambda(t-1))(t-1) \mathrm{d} t \\
& =\int_{0}^{1} \sum_{p=0}^{k} C(k, p)(1-t)^{p}\left[D^{p} h\right](t) j_{k+\frac{1}{2}}(\lambda(t-1))(t-1) \mathrm{d} t \\
& +\int_{1}^{2} \sum_{p=0}^{k} C(k, p)(1-t)^{p}\left[D^{p} h\right](t) j_{k+\frac{1}{2}}(\lambda(t-1))(t-1) \mathrm{d} t .
\end{aligned}
$$

Substituting $t$ by $2-t$ in the second integral, noting that $j_{k+\frac{1}{2}}(x)$ is an even function in $x$, and using (3.29), we have

$$
\begin{aligned}
I_{k} & =\int_{0}^{1} \sum_{p=0}^{k} C(k, p)(1-t)^{p}\left[D^{p} h\right](t) j_{k+\frac{1}{2}}(\lambda(t-1))(t-1) \mathrm{d} t \\
& -\int_{0}^{1} \sum_{p=0}^{k} C(k, p)(1-t)^{p}\left[D^{p} h\right](t) j_{k+\frac{1}{2}}(\lambda(t-1))(t-1) \mathrm{d} t=0 .
\end{aligned}
$$

Next we have

$$
\begin{aligned}
0 & =I_{k}=\int_{0}^{\infty} \sum_{p=0}^{k} C(k, p)(1-t)^{p}\left[D^{p} h\right](t) j_{k+\frac{1}{2}}(\lambda(t-1))(t-1) \mathrm{d} t \\
& =\int_{0}^{\infty} \sum_{p=0}^{k} C(k, p) t h(t) D^{p}\left(\frac{(t-1)^{p+1} j_{k+\frac{1}{2}}(\lambda(t-1))}{t}\right) \mathrm{d} t .
\end{aligned}
$$

Substituting $t$ by $-t$, we get

$$
I_{k}=-\int_{-\infty}^{0} \sum_{p=0}^{k}(-1)^{p} C(k, p) D^{p}\left(\frac{(t+1)^{p+1} j_{k+\frac{1}{2}}(\lambda(t+1))}{t}\right) t h(-t) \mathrm{d} t .
$$

From Theorem 3.3 below, we obtain the following equality. This is a technical result and in order not to disturb the flow of proof, we prefer to give it at the end.

$$
I_{k}=(-1)^{k+1} \int_{-\infty}^{0}\left\{D^{k}\left(\frac{\sin (\lambda t)}{t}\right) y_{k+\frac{1}{2}}(\lambda)+D^{k}\left(\frac{\cos (\lambda t)}{t}\right) j_{k+\frac{1}{2}}(\lambda)\right\} t h(-t) \mathrm{d} t
$$

From the formulas in Lemma 3.4, we see that

$$
\begin{aligned}
& D^{k}\left(\frac{\sin \lambda(\cdot)}{(\cdot)}\right)(-t)=D^{k}\left(\frac{\sin \lambda(\cdot)}{(\cdot)}\right)(t) \\
& D^{k}\left(\frac{\cos \lambda(\cdot)}{(\cdot)}\right)(-t)=-D^{k}\left(\frac{\cos \lambda(\cdot)}{(\cdot)}\right)(t)
\end{aligned}
$$

Letting $t \rightarrow-t$ in the integral above, we have

$$
0=(-1)^{k} \int_{0}^{\infty}\left\{D^{k}\left(\frac{\sin (\lambda t)}{t}\right) y_{k+\frac{1}{2}}(\lambda)-D^{k}\left(\frac{\cos (\lambda t)}{t}\right) j_{k+\frac{1}{2}}(\lambda)\right\} t h(t) \mathrm{d} t
$$

Hence

$$
\begin{equation*}
\left(\int_{0}^{\infty} D^{k}\left(\frac{\sin (\lambda t)}{t}\right) \operatorname{th}(t) \mathrm{d} t\right) y_{k+\frac{1}{2}}(\lambda)=\left(\int_{0}^{\infty} D^{k}\left(\frac{\cos (\lambda t)}{t}\right) \operatorname{th}((t) \mathrm{d} t) j_{k+\frac{1}{2}}(\lambda)\right. \tag{3.32}
\end{equation*}
$$

The above formula (3.32) can be written in a more symmetric form as follows. For $\lambda>0$ :

$$
\left(\int_{0}^{\infty} j_{k+\frac{1}{2}}(\lambda t) t h(t) \mathrm{d} t\right) y_{k+\frac{1}{2}}(\lambda)=\left(\int_{0}^{\infty} y_{k+\frac{1}{2}}(\lambda t) t h(t) \mathrm{d} t\right) j_{k+\frac{1}{2}}(\lambda) .
$$

Theorem 3.3. Let $j_{k+1 / 2}(x)=D^{k}\left(\frac{\sin x}{x}\right)$ be the spherical Bessel function of the first kind modulo constants and recall $C(k, p)=\frac{(2 k-p)!}{p!(k-p)!2^{k-p}}$. For $\lambda>0$ and $t \neq 0$,

$$
\begin{align*}
M_{k}(\lambda) & :=\sum_{p=0}^{k} C(k, p)(-1)^{p} D^{p}\left(\frac{(1+t)^{p+1} j_{k+\frac{1}{2}}(\lambda(1+t))}{t}\right)  \tag{3.33}\\
& =(-1)^{k}\left\{D^{k}\left(\frac{\sin (\lambda t)}{t}\right) y_{k+\frac{1}{2}}(\lambda)+D^{k}\left(\frac{\cos (\lambda t)}{t}\right) j_{k+\frac{1}{2}}(\lambda)\right\},
\end{align*}
$$

where

$$
y_{k+\frac{1}{2}}(x)=D^{k}\left(\frac{\cos x}{x}\right)
$$

is the spherical Bessel function of the second kind modulo constants.
We collect a few formulas first:
Lemma 3.4. We have

$$
\begin{align*}
& D^{p}\left(\frac{\sin x}{x}\right)=\sum_{l=0}^{p} \frac{C(p, l) x^{l}}{x^{2 p+1}}\left\{\sin x\left(\frac{(-1)^{l}+1}{2}\right)(-1)^{p+\frac{l}{2}}+\cos x\left(\frac{(-1)^{l+1}+1}{2}\right)(-1)^{p+\frac{l+1}{2}}\right\}  \tag{3.34}\\
& D^{p}\left(\frac{\cos x}{x}\right)=\sum_{l=0}^{p} \frac{C(p, l) x^{l}}{x^{2 p+1}}\left\{\cos x\left(\frac{(-1)^{l}+1}{2}\right)(-1)^{p+\frac{l}{2}}-\sin x\left(\frac{(-1)^{l+1}+1}{2}\right)(-1)^{p+\frac{l+1}{2}}\right\}  \tag{3.35}\\
& D^{m}\left(\frac{1}{t(t+1)^{d}}\right)=(-1)^{m} \sum_{r=0}^{m} \frac{C(m, r)\left({ }^{d+r-1} r\right.}{t^{2 m+1-r}(t+1)^{d+r}}, \text { with the convention that }\binom{n}{0}=1 \text { for } n \in \mathbb{Z} . \tag{3.36}
\end{align*}
$$

The proofs of these formulas follow in a straightforward manner by induction and will be skipped.
Proof. We begin the proof of Theorem 3.3. We can assume in what follows that $t \neq-1$. The result for the case $t=-1$ will follow from continuity.

We have

$$
\begin{aligned}
(-1)^{k} M_{k} & =\sum_{p=0}^{k} \sum_{l=0}^{k} \frac{(-1)^{p} C(k, p) C(k, l)}{\lambda^{2 k+1-l}} D^{p}\left[\frac{1}{t(1+t)^{2 k-l-p}}\right. \\
& \times\left\{\cos \lambda t\left\{(-1)^{l / 2}\left(\frac{(-1)^{l}+1}{2}\right) \sin \lambda+(-1)^{(l+1) / 2}\left(\frac{(-1)^{l+1}+1}{2}\right) \cos \lambda\right\}\right. \\
& \left.\left.+\sin \lambda t\left\{(-1)^{l / 2}\left(\frac{(-1)^{l}+1}{2}\right) \cos \lambda-(-1)^{(l+1) / 2}\left(\frac{(-1)^{l+1}+1}{2}\right) \sin \lambda\right\}\right\}\right] .
\end{aligned}
$$

For simplicity of notation, we will denote the following:

$$
\begin{aligned}
& U_{l}=\left\{(-1)^{l / 2}\left(\frac{(-1)^{l}+1}{2}\right) \sin \lambda+(-1)^{(l+1) / 2}\left(\frac{(-1)^{l+1}+1}{2}\right) \cos \lambda\right\} \\
& V_{l}=\left\{(-1)^{l / 2}\left(\frac{(-1)^{l}+1}{2}\right) \cos \lambda-(-1)^{(l+1) / 2}\left(\frac{(-1)^{l+1}+1}{2}\right) \sin \lambda\right\}
\end{aligned}
$$

Then we have

$$
\begin{aligned}
(-1)^{k} M_{k} & =\sum_{p=0}^{k} \sum_{l=0}^{k} \frac{(-1)^{p} C(k, p) C(k, l)}{\lambda^{2 k+1-l}} D^{p}\left\{\frac{1}{t(1+t)^{2 k-l-p}}\left(\cos \lambda t U_{l}+\sin \lambda t V_{l}\right)\right\} \\
& =\sum_{p=0}^{k} \sum_{l=0}^{k} \frac{(-1)^{p} C(k, p) C(k, l) U_{l}}{\lambda^{2 k+1-l}} D^{p}\left\{\frac{1}{t(1+t)^{2 k-l-p}} \cos \lambda t\right\} \\
& +\sum_{p=0}^{k} \sum_{l=0}^{k} \frac{(-1)^{p} C(k, p) C(k, l) V_{l}}{\lambda^{2 k+1-l}} D^{p}\left\{\frac{1}{t(1+t)^{2 k-l-p}} \sin \lambda t\right\}
\end{aligned}
$$

Using the expressions for the derivatives from Lemma 3.4, and after some rearrangements, we get

$$
\begin{aligned}
(-1)^{k} M_{k} & =\sum_{p=0}^{k} \sum_{l=0}^{k} \sum_{r=0}^{p} \frac{C(k, p) C(k, l) C(p, r) r!\binom{2 k-l-p+r-1}{r}}{\lambda^{2 k+1-l} t^{2 p+1-r}(1+t)^{2 k-l-p+r}}\left\{\cos \lambda t U_{l}+\sin \lambda t V_{l}\right\} \\
& -\sum_{p=1}^{k} \sum_{l=0}^{k} \sum_{m=0}^{p-1} \sum_{r=0}^{m} \sum_{s=0}^{p-m-1} \frac{C(k, p) C(k, l)\binom{p}{m} C(m, r) C(p-m-1, s) r!\binom{2 k-p-l+r-1}{r}}{\lambda^{2 k-l-s} t^{2 p-r-s}(1+t)^{2 k-l-p+r}} \\
& \times\left[U_{l}\left\{(-1)^{1+\frac{s}{2}}\left(\frac{(-1)^{s}+1}{2}\right) \sin \lambda t+(-1)^{1+\frac{s+1}{2}}\left(\frac{(-1)^{s+1}+1}{2}\right) \cos \lambda t\right\}\right. \\
& \left.-V_{l}\left\{(-1)^{1+\frac{s}{2}}\left(\frac{(-1)^{s}+1}{2}\right) \cos \lambda t-(-1)^{1+\frac{s+1}{2}}\left(\frac{(-1)^{s+1}+1}{2}\right) \sin \lambda t\right\}\right] .
\end{aligned}
$$

Note that in the expression above, we have separated the $m=p$ term. Our motivation for doing so is that we want to use the expressions in Lemma 3.4. When $m<p$, at least one derivative lands on the sin or cos term. We carry out one $D$ derivative and then invoke the expressions from Lemma 3.4 for $p-m-1$ derivatives of $\frac{\sin x}{x}$ and $\frac{\cos x}{x}$. Interchanging the order of summation in the second summand, we get

$$
\begin{align*}
(-1)^{k} M_{k} & =\sum_{p=0}^{k} \sum_{l=0}^{k} \sum_{r=0}^{p} \frac{C(k, p) C(k, l) C(p, r) r!\binom{2 k-l-p+r-1}{r}}{\lambda^{2 k+1-l} t^{2 p+1-r}(1+t)^{2 k-l-p+r}}\left\{\cos \lambda t U_{l}+\sin \lambda t V_{l}\right\} \\
& -\sum_{l=0}^{k} \sum_{s=0}^{k-1} \sum_{p=s+1}^{k} \sum_{r=0}^{p-1-s} \sum_{m=r}^{p-1-s} \frac{C(k, p) C(k, l)\binom{p}{m} C(m, r) C(p-m-1, s) r!\left({ }^{2 k-p-l+r-1}{ }_{r}\right)}{\lambda^{2 k-l-s} t^{2 p-r-s}(1+t)^{2 k-l-p+r}} \\
& \times\left[U_{l}\left\{(-1)^{1+\frac{s}{2}}\left(\frac{(-1)^{s}+1}{2}\right) \sin \lambda t+(-1)^{1+\frac{s+1}{2}}\left(\frac{(-1)^{s+1}+1}{2}\right) \cos \lambda t\right\}\right.  \tag{3.37}\\
& \left.-V_{l}\left\{(-1)^{1+\frac{s}{2}}\left(\frac{(-1)^{s}+1}{2}\right) \cos \lambda t-(-1)^{1+\frac{s+1}{2}}\left(\frac{(-1)^{s+1}+1}{2}\right) \sin \lambda t\right\}\right] .
\end{align*}
$$

Next let us simplify the summation in $m$ in the second summand. We have the following lemma:
Lemma 3.5. Denote by

$$
\begin{equation*}
C:=\sum_{m=r}^{p-1-s} \frac{1}{p-m}\binom{2 m-r}{m-r}\binom{2(p-1-m)-s}{p-1-m-s} \tag{3.38}
\end{equation*}
$$

Then

$$
C=\frac{1}{s+1}\binom{2 p-r-s-1}{p}
$$

Proof. This follows directly from the Abel-Aigner identity. For the sake of completeness, we give the proof. The Abel-Aigner identity (see [8, 25]) is as follows:

$$
\begin{equation*}
\sum_{k} \frac{r}{t k+r}\binom{t k+r}{k}\binom{t(n-k)+s}{n-k}=\binom{t n+r+s}{n} \tag{3.39}
\end{equation*}
$$

We have

$$
\begin{aligned}
C & =\sum_{m=r}^{p-1-s} \frac{1}{p-m}\binom{2(m-r)+r}{m-r}\binom{2(p-1-s-m)+s}{p-1-s-m} \\
& =\sum_{m=0}^{p-1-s-r} \frac{1}{p-m-r}\binom{2 m+r}{m}\binom{2(p-1-s-r-m)+s}{p-1-s-r-m} \\
& =\sum_{m=0}^{p-1-s-r} \frac{1}{s+1+m}\binom{2(p-1-s-r-m)+r}{p-1-s-r-m}\binom{2 m+s}{m} \\
& =\sum_{m=0}^{p-1-s-r} \frac{1}{2 m+s+1}\binom{2(p-1-s-r-m)+r}{p-1-s-r-m}\binom{2 m+s+1}{m} .
\end{aligned}
$$

In the last but one step, we have replaced the index $m$ by $p-1-s-r-m$ and in the last step, we have used the following equality,

$$
\frac{1}{m+s+1}\binom{2 m+s}{m}=\frac{1}{2 m+s+1}\binom{2 m+s+1}{m} .
$$

Now using Abel-Aigner identity (3.39), we get,

$$
C=\frac{1}{s+1}\binom{2(p-1-s-r)+r+s+1}{p-1-s-r}=\frac{1}{s+1}\binom{2 p-s-r-1}{p-1-s-r}=\frac{1}{s+1}\binom{2 p-s-r-1}{p}
$$

This completes the proof of Lemma 3.5.
Substituting this back in (3.37), we have

$$
\begin{aligned}
\frac{(-1)^{k} M_{k} \lambda^{2 k}(t+1)^{2 k}}{k!} & =\sum_{p=0}^{k} \sum_{l=0}^{k} \sum_{r=0}^{p} \frac{C(k, l)\binom{2 k-p}{k}\binom{2 p-r}{p}\binom{2 k-l-p+r-1}{r} \lambda^{l-1}(t+1)^{l+p-r}}{2^{k-r} t^{2 p+1-r}} \\
& \times\left\{\cos \lambda t U_{l}+\sin \lambda t V_{l}\right\} \\
& -\sum_{l=0}^{k} \sum_{s=0}^{k-1} \sum_{p=s+1}^{k} \sum_{r=0}^{p-1-s} \frac{C(k, l)\binom{2 k-p}{k}\binom{2 p-s-r-1}{p}\binom{2 k-p-l+r-1}{r} \lambda^{l+s}(t+1)^{l+p-r}}{t^{2 p-r-s}(s+1) 2^{k-1-r-s}} \\
& \times\left[U_{l}\left\{(-1)^{1+\frac{s}{2}}\left(\frac{(-1)^{s}+1}{2}\right) \sin \lambda t+(-1)^{1+\frac{s+1}{2}}\left(\frac{(-1)^{s+1}+1}{2}\right) \cos \lambda t\right\}\right. \\
& \left.-V_{l}\left\{(-1)^{1+\frac{s}{2}}\left(\frac{(-1)^{s}+1}{2}\right) \cos \lambda t-(-1)^{1+\frac{s+1}{2}}\left(\frac{(-1)^{s+1}+1}{2}\right) \sin \lambda t\right\}\right] .
\end{aligned}
$$

We note that when $s=-1$, the term within square parantheses in the second summand above is precisely $-\left(\cos \lambda t U_{l}+\sin \lambda t V_{l}\right)$, and the remaining terms match. Therefore the first summand can be absorbed in to the second by adding $s=-1$ term in the second. We get,

$$
\begin{aligned}
\frac{(-1)^{k} M_{k} \lambda^{2 k}(t+1)^{2 k}}{k!} & =-\sum_{l=0}^{k} \sum_{s=-1}^{k-1} \sum_{p=s+1}^{k} \sum_{r=0}^{p-1-s} \frac{C(k, l)\binom{2 k-p}{k}\binom{2 p-s-r-1}{p}\binom{2 k-p-l+r-1}{r} \lambda^{l+s}(t+1)^{l+p-r}}{t^{2 p-r-s}(s+1)!2^{k-1-r-s}} \\
& \times\left[U_{l}\left\{(-1)^{1+\frac{s}{2}}\left(\frac{(-1)^{s}+1}{2}\right) \sin \lambda t+(-1)^{1+\frac{s+1}{2}}\left(\frac{(-1)^{s+1}+1}{2}\right) \cos \lambda t\right\}\right. \\
& \left.-V_{l}\left\{(-1)^{1+\frac{s}{2}}\left(\frac{(-1)^{s}+1}{2}\right) \cos \lambda t-(-1)^{1+\frac{s+1}{2}}\left(\frac{(-1)^{s+1}+1}{2}\right) \sin \lambda t\right\}\right]
\end{aligned}
$$

Reindexing in $s$, we then get,

$$
\begin{aligned}
\frac{(-1)^{k} M_{k} \lambda^{2 k}(t+1)^{2 k}}{k!} & =\sum_{l=0}^{k} \sum_{s=0}^{k} \sum_{p=s}^{k} \sum_{r=0}^{p-s} \frac{C(k, l)\binom{2 k-p}{k}\binom{2 p-s-r}{p}\binom{2 k-p-l+r-1}{r} \lambda^{l+s-1}(t+1)^{l+p-r}}{t^{2 p-r-s+1} s!2^{k-r-s}} \\
& \times\left[U_{l}\left\{-(-1)^{\frac{s+1}{2}}\left(\frac{(-1)^{s+1}+1}{2}\right) \sin \lambda t+(-1)^{\frac{s}{2}}\left(\frac{(-1)^{s}+1}{2}\right) \cos \lambda t\right\}\right.
\end{aligned}
$$

$$
\left.+V_{l}\left\{(-1)^{\frac{s+1}{2}}\left(\frac{(-1)^{s+1}+1}{2}\right) \cos \lambda t+(-1)^{\frac{s}{2}}\left(\frac{(-1)^{s}+1}{2}\right) \sin \lambda t\right\}\right] .
$$

For simplicity, we let

$$
\begin{aligned}
B_{l, s} & =U_{l}\left\{-(-1)^{\frac{s+1}{2}}\left(\frac{(-1)^{s+1}+1}{2}\right) \sin \lambda t+(-1)^{\frac{s}{2}}\left(\frac{(-1)^{s}+1}{2}\right) \cos \lambda t\right\} \\
& +V_{l}\left\{(-1)^{\frac{s+1}{2}}\left(\frac{(-1)^{s+1}+1}{2}\right) \cos \lambda t+(-1)^{\frac{s}{2}}\left(\frac{(-1)^{s}+1}{2}\right) \sin \lambda t\right\},
\end{aligned}
$$

where we recall that

$$
\begin{aligned}
& U_{l}=\left\{(-1)^{l / 2}\left(\frac{(-1)^{l}+1}{2}\right) \sin \lambda+(-1)^{(l+1) / 2}\left(\frac{(-1)^{l+1}+1}{2}\right) \cos \lambda\right\}, \\
& V_{l}=\left\{(-1)^{l / 2}\left(\frac{(-1)^{l}+1}{2}\right) \cos \lambda-(-1)^{(l+1) / 2}\left(\frac{(-1)^{l+1}+1}{2}\right) \sin \lambda\right\} .
\end{aligned}
$$

Replacing $r$ by $p-s-r$, we get,

$$
\frac{(-2)^{k} \lambda^{2 k+1}(1+t)^{2 k} M_{k}}{k!}=\sum_{l=0}^{k} \sum_{s=0}^{k} \sum_{p=s}^{k} \sum_{r=0}^{p-s} \frac{2^{p-r}\binom{2 k-p}{k} C(k, l)\binom{p+r}{p}\binom{2 k-s-l-1-r}{p-s-r} \lambda^{l+s}(1+t)^{l+s+r}}{t^{p+r+1} s!} B_{l, s} .
$$

We can let the lower limit of $p$ to be 0 without affecting the summation. We then get

$$
\frac{(-2)^{k} \lambda^{2 k+1}(1+t)^{2 k} M_{k}}{k!}=\sum_{l=0}^{k} \sum_{s=0}^{k} \sum_{p=0}^{k} \sum_{r=0}^{p-s} \frac{2^{p-r}\binom{2 k-p}{k} C(k, l)\binom{p+r}{p}\binom{2 k-s-l-1-r}{p-s-r} \lambda^{l+s}(1+t)^{l+s+r}}{t^{p+r+1} s!} B_{l, s} .
$$

Let us restrict the sum to those $(l, s)$ such that $l+s=u$, where $0 \leq u \leq 2 k$. It is straightforward to check that $B_{l, s}$ depends on $l+s$. If $l+s=u$, sometimes we denote $B_{l, s}$ as $B_{u}$ for convenience. We call this restricted sum on the right above as $S$. If $0 \leq u \leq k$, then

$$
S=S(u)=\frac{(\lambda(1+t))^{u} k!B_{l, s}}{2^{k-u} u!t} \sum_{s=0}^{u} \sum_{p=0}^{k} \sum_{r=0}^{p} \frac{\left.2^{p-r-s}\binom{2 k-p}{k}\binom{2 k-u+s}{k-u+s}\binom{u}{s} \begin{array}{c}
p+r  \tag{3.40}\\
r
\end{array}\right)\binom{2 k-u-1-r}{p-s-r}(1+t)^{r}}{t^{p+r}} .
$$

On the other hand, if $k<u \leq 2 k$, we have

$$
\begin{equation*}
S=S(u)=\frac{(\lambda(1+t))^{u} k!B_{l, s}}{2^{k-u} u!t} \sum_{s=u-k}^{k} \sum_{p=0}^{k} \sum_{r=0}^{p} \frac{2^{p-r-s}\binom{2 k-p}{k}\binom{2 k-u+s}{k-u+s}\binom{u}{s}\binom{p+r}{r}\binom{2 k-u-1-r}{p-s-r}(1+t)^{r}}{t^{p+r}} . \tag{3.41}
\end{equation*}
$$

With this, we have

$$
\begin{equation*}
M_{k}=\frac{(-1)^{k} k!}{2^{k} \lambda^{2 k+1}(1+t)^{2 k}} \sum_{u=0}^{2 k} S(u) . \tag{3.42}
\end{equation*}
$$

Replacing the index $s$ by $u-s$ in (3.40), we get,

$$
\begin{equation*}
S=\frac{(\lambda(1+t))^{u} k!B_{l, s}}{2^{k} u!t} \sum_{s=0}^{u} \sum_{p=0}^{k} \sum_{r=0}^{p} \frac{2^{p-r+s}\binom{2 k-p}{k-p}\binom{2 k-s}{k-s}\binom{u}{s}\binom{p+r}{r}\binom{2 k-u-1-r}{2 k-1-p-s}(1+t)^{r}}{t^{p+r}} . \tag{3.43}
\end{equation*}
$$

Similarly, we replace the index $s$ by $u-s$ in (3.41). We then get,

$$
\begin{equation*}
S=\frac{(\lambda(1+t))^{u} k!B_{l, s}}{2^{k} u!t} \sum_{s=u-k}^{k} \sum_{p=0}^{k} \sum_{r=0}^{p} \frac{2^{p-r+s}\binom{2 k-p}{k}\binom{2 k-s}{k-s}\binom{u}{s}\binom{p+r}{r}\binom{2 k-u-1-r}{2 k-1-p-s}(1+t)^{r}}{t^{p+r}} . \tag{3.44}
\end{equation*}
$$

Our goal next is to simplify the summation given in (3.43) and (3.44). With this in mind, let us focus our attention on

$$
\begin{equation*}
S_{1}:=\sum_{p=0}^{k} \sum_{r=0}^{p} \frac{2^{p-r}\binom{2 k-p}{k}\binom{p+r}{r}\binom{2 k-u-1-r}{2 k-1-p-s}(1+t)^{r}}{t^{p+r}} . \tag{3.45}
\end{equation*}
$$

We write $S_{1}$ as follows:

$$
\begin{align*}
& S_{1}=\sum_{p=0}^{k} \sum_{r=0}^{p} \frac{1}{(2 \pi \mathrm{i})^{3}} \int_{|z|=\varepsilon_{1}} \int_{|w|=\varepsilon_{2}} \int_{|v|=\varepsilon_{3}} 2^{p-r} \frac{1}{(1-z)^{k+1} z^{k-p+1}} \frac{1}{(1-w)^{p+1} w^{r+1}}  \tag{3.46}\\
& \times \frac{1}{(1-v)^{2 k-p-s} v^{-u+s-r+p+1}} \frac{(1+t)^{r}}{t^{p+r}} \mathrm{~d} z \mathrm{~d} w \mathrm{~d} v
\end{align*}
$$

for suitably chosen $\varepsilon_{1}, \varepsilon_{2}, \varepsilon_{3}$.
Note that the right hand side of (3.46) vanishes when $r>p$ or when $p>k$. For, when $r>p$, the integral in $v$ is 0 by Cauchy's theorem and likewise when $p>k$, the integral in $z$ is 0 for the same reason. Hence in computing the integral in (3.46), we can let $r=p=\infty$. Later on, we will sum in the $s$ variable as well. Note that due to the presence of the combinatorial term $\binom{2 k-s}{k-s}$, we can let the upper limit of $s$ to be $u$ regardless of whether $0 \leq u \leq k$ or $k<u \leq 2 k$. Furthermore, in the case when $k<u \leq 2 k$; see (3.44), we can let the lower limit of $s$ to be 0 as well, since in (3.46), the integral in $v$ is 0 .

We now establish the choice of contours in (3.46). The contours will be determined based on taking $t$ fixed. Recall that we have $t \neq 0$ in the statement of the theorem. We will also assume that $t \neq-1$ as well. Equation (3.47) below is obtained by performing summation in $p$ and $r$ variable. In order for the series to converge, we choose contours such that

$$
|v|<\left|\frac{2 t w}{1+t}\right| \text { and }\left|\frac{2 z(1-v)}{(1-w) v t}\right|<1 \text {. }
$$

With $t$ arbitrary, but fixed, choose $|w|=\varepsilon_{2} \ll 1$ and $|v|=\varepsilon_{3} \ll 1$ both positive so that $\varepsilon_{3}<\frac{2|t| \varepsilon_{2}}{|1+t|}$. Next choose $|z|=\varepsilon_{1} \ll 1$ so that $\frac{2 \varepsilon_{1}\left(1+\varepsilon_{3}\right)}{\left(1-\varepsilon_{2}\right) \varepsilon_{3}|t|}<1$. Then

$$
\left|\frac{2 z(1-v)}{(1-w) v t}\right| \leq \frac{2 \varepsilon_{1}\left(1+\varepsilon_{3}\right)}{\left(1-\varepsilon_{2}\right) \varepsilon_{3}|t|}<1 .
$$

We have

$$
\begin{equation*}
S_{1}=\frac{2 t^{2}}{(2 \pi \mathrm{i})^{3}} \iiint \frac{1}{(1-z)^{k+1} z^{k+1}} \frac{v^{u-s}}{(1-v)^{2 k-s}} \frac{1}{t(1-w) v-2 z(1-v)} \frac{1}{2 t w-v(1+t)} \mathrm{d} z \mathrm{~d} w \mathrm{~d} v \tag{3.47}
\end{equation*}
$$

By choosing $|z|=\varepsilon_{1}$ small enough, we can make $w=1-\frac{2 z(1-v)}{t v}$ an external pole. Therefore, performing integration in $w$ using residue theorem, we get

$$
\begin{aligned}
S_{1} & =\frac{2 t}{(2 \pi \mathrm{i})^{2}} \iint \frac{1}{(1-z)^{k+1} z^{k+1}} \frac{v^{u-s}}{(1-v)^{2 k-s}} \frac{1}{2 t v-v^{2}(1+t)-4 z(1-v)} \mathrm{d} z \mathrm{~d} v \\
& =-\frac{2 t}{(2 \pi \mathrm{i})^{2}(t+1)} \iint \frac{1}{(1-z)^{k+1} z^{k+1}} \frac{v^{u-s}}{(1-v)^{2 k-s}} \frac{1}{v^{2}-\frac{2 t v}{t+1}+\frac{4 z}{1+t}(1-v)} \mathrm{d} z \mathrm{~d} v \\
& =-\frac{2 t}{(2 \pi \mathrm{i})^{2}(t+1)} \iint \frac{1}{(1-z)^{k+1} z^{k+1}} \frac{v^{u-s}}{(1-v)^{2 k-s}} \frac{1}{\left(v-\frac{t+2 z}{t+1}-\frac{\sqrt{t^{2}+4 z^{2}-4 z}}{t+1}\right)} \\
& \times \frac{1}{\left(v-\frac{t+2 z}{t+1}+\frac{\sqrt{t^{2}+4 z^{2}-4 z}}{t+1}\right)} \mathrm{d} z \mathrm{~d} v .
\end{aligned}
$$

We have that

$$
\begin{equation*}
v=\frac{t+2 z}{t+1}-\frac{\sqrt{t^{2}+4 z^{2}-4 z}}{t+1} \tag{3.48}
\end{equation*}
$$

is a simple pole. Reducing $\varepsilon_{1}$ if necessary, we can ensure that $v$ is in the interior of $|v|=\varepsilon_{3}$, since $v$ in (3.48) can be written in the form,

$$
v=\frac{t+2 z}{t+1}-\frac{\sqrt{(t+2 z)^{2}-4 z(t+1)}}{t+1} .
$$

The other root of $v$ can be made an external pole by choosing $\varepsilon_{1}$ small enough. Integrating in $v$, we get,

$$
S_{1}=\frac{t(t+1)^{2 k-u}}{2 \pi \mathrm{i}} \int \frac{1}{(1-z)^{k+1} z^{k+1}} \frac{\left((t+2 z)-\sqrt{t^{2}+4 z^{2}-4 z}\right)^{u-s}}{\left(1-2 z+\sqrt{t^{2}+4 z^{2}-4 z}\right)^{2 k-s}} \frac{1}{\sqrt{t^{2}+4 z^{2}-4 z}} \mathrm{~d} z
$$

As in [40], we make the change of variable $z(1-z)=\eta$, and we have that the image of $|z|=\varepsilon_{1}$ is a closed contour which makes one complete turn with origin in its interior and which can be deformed to a circle. We have

$$
z=\frac{1-\sqrt{1-4 \eta}}{2} .
$$

Then

$$
S_{1}=\frac{t(t+1)^{2 k-u}}{2 \pi \mathrm{i}} \int \frac{1}{\eta^{k+1}} \frac{\left(t+1-\sqrt{1-4 \eta}-\sqrt{t^{2}-4 \eta}\right)^{u-s}}{\left(\sqrt{1-4 \eta}+\sqrt{t^{2}-4 \eta}\right)^{2 k-s}} \frac{1}{\sqrt{t^{2}-4 \eta} \sqrt{1-4 \eta}} \mathrm{~d} \eta
$$

For simplicity of notation, we let

$$
\alpha=\sqrt{1-4 \eta}, \quad \beta=\sqrt{t^{2}-4 \eta} .
$$

Next let us perform summation in $s$ variable. Recall from the earlier discussion that we can let the lower and upper limits of $s$ to be 0 and $u$, respectively, regardless of whether $0 \leq u \leq k$ or $k<u \leq 2 k$. We get

$$
\begin{aligned}
S_{2} & :=\sum_{s=0}^{u} 2^{s}\binom{u}{s}\binom{2 k-s}{k} S_{1} \\
& =\frac{t(t+1)^{2 k-u}}{(2 \pi \mathrm{i})^{2}} \iint \frac{1}{(1-w)^{k+1} w^{k+1} \eta^{k+1}} \frac{(t+1-\alpha-\beta+2 w(\alpha+\beta))^{u}}{(\alpha+\beta)^{2 k}} \frac{1}{\alpha \beta} \mathrm{~d} \eta \mathrm{~d} w .
\end{aligned}
$$

As before, let us make the change of variable $w(1-w)=\gamma$. Then we have

$$
\begin{aligned}
S_{2} & =\frac{t(t+1)^{2 k-u}}{(2 \pi \mathrm{i})^{2}} \iint \frac{1}{(\gamma \eta)^{k+1}} \frac{\left((t+1-(\sqrt{1-4 \gamma})(\alpha+\beta))^{u}\right.}{(\alpha+\beta)^{2 k}} \frac{1}{\alpha \beta} \frac{1}{\sqrt{1-4 \gamma}} \mathrm{~d} \eta \mathrm{~d} \gamma \\
& =\frac{t(t+1)^{2 k-u}}{(2 \pi \mathrm{i})^{2}} \sum_{s=0}^{u}(-1)^{u+s}\binom{u}{s} \iint \frac{1}{(\gamma \eta)^{k+1}} \frac{(t+1)^{s}}{(\alpha+\beta)^{2 k-u+s}} \frac{1}{\alpha \beta} \frac{1}{(\sqrt{1-4 \gamma})^{1+s-u}} \mathrm{~d} \eta \mathrm{~d} \gamma \\
& =\frac{t(t+1)^{2 k-u}}{(2 \pi \mathrm{i})^{2}} \sum_{s=0}^{u}(-1)^{u+s}\binom{u}{s}(t+1)^{s} \int \frac{(\sqrt{1-4 \gamma})^{u-s-1}}{\gamma^{k+1}} \mathrm{~d} \gamma \int \frac{1}{(\alpha+\beta)^{2 k-u+s} \eta^{k+1} \alpha \beta} \mathrm{~d} \eta .
\end{aligned}
$$

Next let us make the change of variable, $\alpha+\beta=\delta$. The image of the $\eta$ curve is a closed contour with $1+t$ in its interior.

We have

$$
-2\left(\frac{\alpha+\beta}{\alpha \beta}\right) \mathrm{d} \eta=\mathrm{d} \delta
$$

Also

$$
\eta=\frac{4 \delta^{2} t^{2}-\left(\delta^{2}+t^{2}-1\right)^{2}}{16 \delta^{2}}=\frac{\left(1-(\delta-t)^{2}\right)\left((\delta+t)^{2}-1\right)}{16 \delta^{2}}
$$

Then

$$
\begin{aligned}
S_{2} & =-\frac{2^{4 k+3} t(t+1)^{2 k-u}}{(2 \pi \mathrm{i})^{2}} \sum_{s=0}^{u}(-1)^{u+s}\binom{u}{s}(t+1)^{s} \int \frac{(\sqrt{1-4 \gamma})^{u-s-1}}{\gamma^{k+1}} \mathrm{~d} \gamma \\
& \times \int \frac{\left(\left(1-(\delta-t)^{2}\right)\left((\delta+t)^{2}-1\right)\right)^{-k-1}}{\delta^{s-1-u}} \mathrm{~d} \delta \\
& =(-1)^{k} \frac{2^{4 k+3} t(t+1)^{2 k-u}}{(2 \pi \mathrm{i})^{2}} \sum_{s=0}^{u}(-1)^{u+s}\binom{u}{s}(t+1)^{s} \int \frac{(\sqrt{1-4 \gamma})^{u-s-1}}{\gamma^{k+1}} \mathrm{~d} \gamma \\
& \times \int \frac{\delta^{u+1-s}}{\left(\left(\delta^{2}-(t+1)^{2}\right)\left(\delta^{2}-(t-1)^{2}\right)\right)^{k+1}} \mathrm{~d} \delta .
\end{aligned}
$$

Let us introduce one more change of variable to make the computation easier:

$$
\delta^{2}-(t+1)^{2}=\beta
$$

Then we have

$$
S_{2}=(-1)^{k} \frac{2^{4 k+2} t(t+1)^{2 k-u}}{(2 \pi \mathrm{i})^{2}} \sum_{s=0}^{u}(-1)^{u+s}\binom{u}{s}(t+1)^{s} \int \frac{(\sqrt{1-4 \gamma})^{u-s-1}}{\gamma^{k+1}} \mathrm{~d} \gamma \int \frac{\left(\beta+(t+1)^{2}\right)^{\frac{u-s}{2}}}{(\beta(\beta+4 t))^{k+1}} \mathrm{~d} \beta
$$

Note that the contour in $\beta$ variable is a simple closed curve with origin in its interior. We rewrite (replacing $s$ by $u-s$ in the summation),

$$
S_{2}=(-1)^{k} \frac{2^{4 k+2} t(t+1)^{2 k}}{(2 \pi \mathrm{i})^{2}} \sum_{s=0}^{u}(-1)^{s}\binom{u}{s}(t+1)^{-s} \int \frac{(1-4 \gamma)^{\frac{s-1}{2}}}{\gamma^{k+1}} \mathrm{~d} \gamma \int \frac{\left(\beta+(t+1)^{2}\right)^{\frac{s}{2}}}{(\beta(\beta+4 t))^{k+1}} \mathrm{~d} \beta
$$

We note that only those terms for which $s$ is even survive. Therefore we can write $S_{2}$ as

$$
S_{2}=(-1)^{k} \frac{2^{4 k+2} t(t+1)^{2 k}}{(2 \pi \mathrm{i})^{2}} \sum_{s=0, s-\text { even }}^{u}(-1)^{s}\binom{u}{s}(t+1)^{-s} \int \frac{(1-4 \gamma)^{\frac{s-1}{2}}}{\gamma^{k+1}} \mathrm{~d} \gamma \int \frac{\left(\beta+(t+1)^{2}\right)^{\frac{s}{2}}}{(\beta(\beta+4 t))^{k+1}} \mathrm{~d} \beta
$$

We now assume that $u$ is even. The odd case can be dealt with similarly, and we will not give the proof separately. We have

$$
\begin{aligned}
S_{2} & =(-1)^{k} \frac{2^{4 k+2} t(t+1)^{2 k}}{(2 \pi \mathrm{i})^{2}} \sum_{m=0}^{u / 2}\binom{u}{2 m}(t+1)^{-2 m} \int \frac{(1-4 \gamma)^{\frac{2 m-1}{2}}}{\gamma^{k+1}} \mathrm{~d} \gamma \int \frac{\left(\beta+(t+1)^{2}\right)^{m}}{(\beta(\beta+4 t))^{k+1}} \mathrm{~d} \beta \\
& =(-1)^{k} \frac{2^{4 k+2} t(t+1)^{2 k}}{(2 \pi \mathrm{i})^{2}} \sum_{m=0}^{u / 2}\binom{u}{2 m}(t+1)^{-2 m} \int \frac{(1-4 \gamma)^{\frac{2 m-1}{2}}}{\gamma^{k+1}} \mathrm{~d} \gamma \int \sum_{q=0}^{m}\binom{m}{q} \frac{\beta^{q}(t+1)^{2 m-2 q}}{(\beta(\beta+4 t))^{k+1}} \mathrm{~d} \beta \\
& =(-1)^{k} \frac{2^{4 k+2} t(t+1)^{2 k}}{(4 t)^{k+1}(2 \pi \mathrm{i})^{2}} \sum_{m=0}^{u / 2} \sum_{q=0}^{m}\binom{u}{2 m}\binom{m}{q}(t+1)^{-2 q} \int \frac{(1-4 \gamma)^{\frac{2 m-1}{2}}}{\gamma^{k+1}} \mathrm{~d} \gamma \int \frac{1}{\beta^{k-q+1}\left(1+\frac{\beta}{4 t}\right)^{k+1}} \mathrm{~d} \beta \\
& =(-1)^{k} \frac{2^{2 k}(t+1)^{2 k}}{t^{k}(2 \pi \mathrm{i})^{2}} \sum_{m=0}^{u / 2} \sum_{q=0}^{m}\binom{u}{2 m}\binom{m}{q}(t+1)^{-2 q} \int \frac{(1-4 \gamma)^{\frac{2 m-1}{2}}}{\gamma^{k+1}} \mathrm{~d} \gamma \int \frac{1}{\beta^{k-q+1}} \sum_{p \geq 0}^{k+p}\binom{k}{p} \frac{(-\beta)^{p}}{(4 t)^{p}} \mathrm{~d} \beta \\
& =\frac{(t+1)^{2 k-u}}{t^{2 k} 2 \pi \mathrm{i}} \sum_{m=0}^{u / 2} \sum_{q=0}^{m}(-1)^{q}(4 t)^{q}(t+1)^{u-2 q}\binom{u}{2 m}\binom{m}{q} \int \frac{(1-4 \gamma)^{\frac{2 m-1}{2}}}{\gamma^{k+1}} \mathrm{~d} \gamma\binom{2 k-q}{k} .
\end{aligned}
$$

We have

$$
\frac{1}{2 \pi \mathrm{i}} \int \frac{(1-4 \gamma)^{\frac{2 m-1}{2}}}{\gamma^{k+1}} \mathrm{~d} \gamma=\frac{(-1)^{m}\binom{2 m}{m}\binom{2 k-m}{k}}{\binom{2 k-m}{m}}
$$

Then

$$
S_{2}=\frac{(t+1)^{2 k-u}}{t^{2 k}} \sum_{m=0}^{u / 2} \sum_{q=0}^{m}(-1)^{q+m}(4 t)^{q}(t+1)^{u-2 q} \frac{\binom{u}{2 m}\binom{m}{q}\binom{2 m}{m}\binom{2 k-m}{k}\binom{2 k-q}{k}}{\binom{2 k-m}{m}} .
$$

Expanding $(t+1)^{u-2 q}$, we get,

$$
S_{2}=\frac{(t+1)^{2 k-u}}{t^{2 k}} \sum_{m=0}^{u / 2} \sum_{q=0}^{m} \sum_{r=0}^{u-2 q}(-1)^{q+m}(4 t)^{q}\binom{u-2 q}{r} t^{r} \frac{\binom{u}{2 m}\binom{m}{q}\binom{2 m}{m}\binom{2 k-m}{k}\binom{2 k-q}{k}}{\binom{2 k-m}{m}} .
$$

We now look at specific coefficients of a fixed power of $t$ inside the summation. With this in mind, let us set $q+r=j$. Note that $0 \leq j \leq u$. Then we get the following: The coefficient of $t^{j}$ in the summation is

$$
C(j):=\sum_{m=0}^{u / 2} \sum_{q=0}^{m} \frac{(-1)^{q+m} 4^{q}\binom{u-2 q}{j-q}\binom{u}{2 m}\binom{m}{q}\binom{2 m}{m}\binom{2 k-m}{k}\binom{2 k-q}{k}}{\binom{2 k-m}{m}}
$$

$$
=\sum_{q=0}^{u / 2} \sum_{m=q}^{u / 2} \frac{(-1)^{q+m} 4^{q}\binom{u-2 q}{j-q}\binom{u}{2 m}\binom{m}{q}\binom{2 m}{m}\binom{2 k-m}{k}\binom{2 k-q}{k}}{\binom{2 k-m}{m}} .
$$

With this, we have

$$
S_{2}=\frac{(t+1)^{2 k-u}}{t^{2 k}} \sum_{j=0}^{u} C(j) t^{j}
$$

Our final goal is to simplify this summation.
We first make a few straightforward observations about $C(j)$.

- The sum is invariant when $j$ is replaced by $u-j$. Hence it is enough to prove for $0 \leq j \leq u / 2$.
- The sum is 0 when $j \geq u+1$.

Due to the third combinatorial term, we can replace the lower limit of the summation in $m$ by 0 . We first consider summation in $m$. We consider

$$
\begin{equation*}
C_{1}:=\sum_{m=0}^{u / 2} \frac{(-1)^{m}\binom{u}{2 m}\binom{m}{q}\binom{2 m}{m}\binom{2 k-m}{k}}{\binom{2 k-m}{m}} \tag{3.49}
\end{equation*}
$$

$\operatorname{Using} \frac{\binom{2 k-m}{k}}{\binom{2 k-m}{m}}=\frac{\binom{2 k-2 m}{k-m}}{\binom{k}{m}}$, we have

$$
C_{1}=\frac{(2 k-u)!u!}{k!q!(k-q)!} \sum_{m=0}^{u / 2}(-1)^{m}\binom{2 k-2 m}{2 k-u}\binom{k-q}{k-m}
$$

Now due to the first combinatorial sum inside the summation, we can replace the upper index of the summation by $k$. Further replacing $k-m$ by $m$, we then get,

$$
\begin{equation*}
C_{1}=\frac{(-1)^{k}(2 k-u)!u!}{k!q!(k-q)!} \sum_{m=0}^{k}(-1)^{m}\binom{2 m}{2 k-u}\binom{k-q}{m} \tag{3.50}
\end{equation*}
$$

In (3.50) above, we can assume the summation in $m$ is till $k-q$. We then get,

$$
\begin{aligned}
C_{1} & =\frac{(-1)^{k}(2 k-u)!u!}{k!q!(k-q)!(2 \pi \mathrm{i})} \int \frac{1}{z^{2 k-u+1}}\left(1-(1+z)^{2}\right)^{k-q} \mathrm{~d} z \\
& =\frac{(-1)^{q}(2 k-u)!u!}{k!q!(k-q)!(2 \pi \mathrm{i})} \int \frac{(z+2)^{k-q}}{z^{k-u+q+1}} \mathrm{~d} z \\
& =\frac{(-1)^{q} 2^{k-q}(2 k-u)!u!}{k!q!(k-q)!(2 \pi \mathrm{i})} \int \sum_{r=0}^{k-q}\binom{k-q}{r} \frac{z^{r}}{2^{r} z^{k-u+q+1}} \mathrm{~d} z \\
& =\frac{(-1)^{q} 2^{k-q}(2 k-u)!u!}{2^{k-u+q} k!q!(k-q)!}\binom{k-q}{k-u+q} \\
& =\frac{(-1)^{q} 2^{u-2 q}(2 k-u)!u!}{k!q!(k-q)!}\binom{k-q}{u-2 q}
\end{aligned}
$$

With this the summation in $q$ becomes

$$
\begin{aligned}
C(j) & =\frac{2^{u}(2 k-u)!u!}{(k!)^{2}} \sum_{q=0}^{u / 2}\binom{u-2 q}{j-q}\binom{2 k-q}{k}\binom{k-q}{u-2 q}\binom{k}{q} \\
& =\frac{2^{u}(2 k-u)!u!}{(k!)^{2}} \sum_{q=0}^{u / 2}\binom{u-2 q}{j-q}\binom{2 k-q}{k-q}\binom{k-q}{u-2 q}\binom{k}{q} \\
& =\frac{2^{u}(2 k-u)!u!}{(k!)^{2}} \sum_{q=0}^{u / 2}\binom{u-2 q}{j-q}\binom{2 k-q}{u-2 q}\binom{2 k-u+q}{k}\binom{k}{q} \\
& =\frac{2^{u}(2 k-u)!u!}{(k!)^{2}} \sum_{q=0}^{u / 2}\binom{2 k-q}{u-2 q}\binom{u-2 q}{j-q}\binom{2 k-u+q}{k}\binom{k}{q}
\end{aligned}
$$

$$
\begin{aligned}
& =\frac{2^{u}(2 k-u)!u!}{(k!)^{2}} \sum_{q=0}^{u / 2}\binom{2 k-q}{j-q}\binom{2 k-j}{2 k+q-u}\binom{2 k-u+q}{k}\binom{k}{q} \\
& =\frac{2^{u}(2 k-u)!u!}{(k!)^{2}}\binom{2 k-j}{k} \sum_{q=0}^{u / 2}\binom{2 k-q}{j-q}\binom{k-j}{u-q-j}\binom{k}{q} .
\end{aligned}
$$

We consider the following summation. Here note that we have let the upper limit of the summation index $q$ to be $k$. This is justified by the fact observed earlier that it is enough to consider $0 \leq j \leq u / 2$.

$$
C_{2}:=\sum_{q=0}^{k}\binom{2 k-q}{j-q}\binom{k-j}{u-q-j}\binom{k}{q}
$$

We have

$$
\begin{aligned}
C_{2} & =\sum_{q=0}^{k} \frac{1}{(2 \pi \mathrm{i})^{2}} \iint \frac{(1+z)^{2 k-q}}{z^{j-q+1}} \frac{(1+w)^{k-j}}{w^{u-q-j+1}}\binom{k}{q} \mathrm{~d} z \mathrm{~d} w \\
& =\frac{1}{(2 \pi \mathrm{i})^{2}} \iint \frac{(1+z)^{2 k}}{z^{j+1}} \frac{(1+w)^{k-j}}{w^{u-j+1}}\left(1+\frac{z w}{1+z}\right)^{k} \mathrm{~d} z \mathrm{~d} w \\
& =\frac{1}{(2 \pi \mathrm{i})^{2}} \iint \frac{(1+z)^{k}}{z^{j+1}} \frac{(1+w)^{k-j}}{w^{u-j+1}}(1+z(1+w))^{k} \mathrm{~d} z \mathrm{~d} w \\
& =\frac{1}{(2 \pi \mathrm{i})^{2}} \iint \frac{(1+z)^{k}}{z^{j+1}} \frac{(1+w)^{k-j}}{w^{u-j+1}} \sum_{q=0}^{k}\binom{k}{q} z^{q}(1+w)^{q} \mathrm{~d} z \mathrm{~d} w \\
& =\sum_{q=0}^{k}\binom{k}{q} \frac{1}{(2 \pi \mathrm{i})^{2}} \iint \frac{(1+z)^{k}}{z^{j-q+1}} \frac{(1+w)^{k+q-j}}{w^{u-j+1}} \mathrm{~d} z \mathrm{~d} w \\
& =\sum_{q=0}^{k}\binom{k}{q}\binom{k}{j-q}\binom{k+q-j}{u-j} \\
& =\sum_{q=0}^{k}\binom{k}{q}\binom{k}{k-j+q}\binom{k+q-j}{u-j} \\
& =\sum_{q=0}^{k}\binom{k}{q}\binom{k}{u-j}\binom{k-u+j}{j-q} \\
& =\binom{k}{u-j}\binom{2 k-u+j}{j} .
\end{aligned}
$$

Now we have

$$
\begin{aligned}
C(j) & =\frac{2^{u}(2 k-u)!u!}{(k!)^{2}}\binom{2 k-j}{k}\binom{k}{u-j}\binom{2 k-u+j}{j} \\
& =\frac{2^{u}(2 k-u)!u!}{(k!)^{2}} \frac{(2 k-j)!}{k!(k-j)!} \frac{k!}{(u-j)!(k-u+j)!} \frac{(2 k-u+j)!}{j!(2 k-u)!} \\
& =2^{u}\binom{u}{j}\binom{2 k-j}{k}\binom{2 k-u+j}{k} .
\end{aligned}
$$

Therefore, going back to (3.42), we now have

$$
M_{k}(\lambda)=\frac{(-1)^{k}(k!)^{2}}{4^{k}(\lambda t)^{2 k+1}} \sum_{u=0}^{2 k} \sum_{j=0}^{u} \frac{2^{u} \lambda^{u}}{u!}\binom{u}{j}\binom{2 k-j}{k}\binom{2 k-u+j}{k} t^{j} B_{u}
$$

To conclude the proof of Theorem 3.3, let us expand the right hand side of (3.33). We let the right hand side of (3.33) be $\widetilde{M}_{k}$. We have

$$
\widetilde{M}_{k}=(-1)^{k}\left\{D^{k}\left(\frac{\sin (\lambda t)}{t}\right) y_{\alpha}(\lambda)+D^{k}\left(\frac{\cos (\lambda t)}{t}\right) j_{\alpha}(\lambda)\right\}
$$

Expanding using formulas from Lemma 3.4, we have

$$
\begin{aligned}
\widetilde{M}_{k} & =\frac{(-1)^{k}}{\lambda^{2 k+1} t^{2 k+1}} \sum_{l=0}^{k} \sum_{m=0}^{k} C(k, l) C(k, m) \lambda^{l+m} t^{m} \\
& \times\left\{\sin \lambda(1+t)(-1)^{\frac{l+m}{2}}\left\{\left(\frac{(-1)^{l}+1}{2}\right)\left(\frac{(-1)^{m}+1}{2}\right)+\left(\frac{(-1)^{l+1}+1}{2}\right)\left(\frac{(-1)^{m+1}+1}{2}\right)\right\}\right. \\
& \left.+\cos \lambda(1+t)(-1)^{\frac{l+m+1}{2}}\left\{\left(\frac{(-1)^{l}+1}{2}\right)\left(\frac{(-1)^{m+1}+1}{2}\right)+\left(\frac{(-1)^{l+1}+1}{2}\right)\left(\frac{(-1)^{m}+1}{2}\right)\right\}\right\}
\end{aligned}
$$

Using the expression for $B_{l, s}$ defined earlier, we have

$$
\widetilde{M}_{k}=\frac{(-1)^{k}}{\lambda^{2 k+1} t^{2 k+1}} \sum_{l=0}^{k} \sum_{m=0}^{k} C(k, l) C(k, m) \lambda^{l+m} t^{m} B_{l, m}
$$

We now restrict the sum to those $(l, m)$ such that $l+m=u$ with $0 \leq u \leq 2 k$. Then

$$
\begin{aligned}
\widetilde{M}_{k} & =\frac{(-1)^{k}}{\lambda^{2 k+1} t^{2 k+1}} \sum_{u=0}^{2 k} \lambda^{u} \sum_{m=0}^{u} C(k, u-m) C(k, m) t^{m} B_{u} \\
& =\frac{(-1)^{k}(k!)^{2}}{4^{k} \lambda^{2 k+1} t^{2 k+1}} \sum_{u=0}^{2 k} \sum_{m=0}^{u} \frac{2^{u} \lambda^{u}}{u!}\binom{u}{m}\binom{2 k-m}{k}\binom{2 k-u+m}{k} t^{m} B_{u}
\end{aligned}
$$

We have shown that $M_{k}=\widetilde{M}_{k}$ and this completes the proof of the theorem.
Using Theorem 3.3, we now prove the sufficiency part of Theorem 1.1.
Proof of Sufficiency part of Theorem 1.1. The sufficiency part of proof of the main theorem follows as a straightforward consequence of (3.32) combined with Theorem 2.4. Indeed for $\lambda>0$, the left hand side of (3.32) is the product of the Hankel transform of $g$ (recall that $h(t)=t^{n-2} g(t)$ ) and the spherical Bessel function of the second kind. Theorem 3.2 says that this factors into a product of two functions, one of them being the spherical Bessel function of the first kind in $\lambda$. Since $j_{k+\frac{1}{2}}(\lambda)$ and $y_{k+\frac{1}{2}}(\lambda)$ have no common zeros [1, eq.(9.5.2)], by Theorem 2.4, we have the sufficiency part of Theorem 1.1.
3.2. Range characterization for general functions. We now prove the range characterization for a general (not necessarily radial) function by expansion into spherical harmonics. The calculations of the previous proof are going to be crucially used.

Proof of Theorem 1.4. Following the calculations done in [43], we have the following:

$$
\begin{align*}
g_{m, l}(t) & =\frac{\omega_{n-1}}{4^{\frac{n-3}{2}} t^{n-2} \omega_{n} C_{m}^{\frac{n-2}{2}}(1)} \int_{|1-t|}^{1} u f_{m, l}(u) C_{m}^{\frac{n-2}{2}}\left(\frac{1+u^{2}-t^{2}}{2 u}\right)\left\{\left((1+t)^{2}-u^{2}\right)\left(u^{2}-(1-t)^{2}\right)\right\}^{\frac{n-3}{2}} \mathrm{~d} u \\
& =\frac{\omega_{n-1}}{t^{n-2} \omega_{n} C_{m}^{\frac{n-2}{2}}(1)} \int_{|1-t|}^{1} u^{n-2} f_{m, l}(u) C_{m}^{\frac{n-2}{2}}\left(\frac{1+u^{2}-t^{2}}{2 u}\right)\left\{1-\frac{\left(1+u^{2}-t^{2}\right)^{2}}{4 u^{2}}\right\}^{\frac{n-3}{2}} \mathrm{~d} u . \tag{3.51}
\end{align*}
$$

We use the following formula for Gegenbauer polynomials:

$$
C_{m}^{(\alpha)}(x)=K\left(1-x^{2}\right)^{-\alpha+\frac{1}{2}} \frac{\mathrm{~d}^{m}}{\mathrm{~d} x^{m}}\left(1-x^{2}\right)^{m+\alpha-\frac{1}{2}}
$$

where

$$
K=\frac{(-1)^{m} \Gamma\left(\alpha+\frac{1}{2}\right) \Gamma(m+2 \alpha)}{2^{m} m!\Gamma(2 \alpha) \Gamma\left(m+\alpha+\frac{1}{2}\right)}
$$

By repeated application of chain rule, we have

$$
\begin{equation*}
C_{m}^{\frac{n-2}{2}}\left(\frac{1+u^{2}-t^{2}}{2 u}\right)=K\left(1-\left(\frac{1+u^{2}-t^{2}}{2 u}\right)^{2}\right)^{-\frac{n-3}{2}}(-u)^{m} D^{m}\left(1-\frac{\left(1+u^{2}-t^{2}\right)^{2}}{4 u^{2}}\right)^{m+\frac{n-3}{2}} \tag{3.52}
\end{equation*}
$$

where, we recall that $D=\frac{1}{t} \frac{\mathrm{~d}}{\mathrm{~d} t}$. Substituting (3.52) into (3.51), we get,

$$
t^{n-2} g_{m, l}(t)=\frac{K(-1)^{m} \omega_{n-1}}{\omega_{n} C_{m}^{\frac{n-2}{2}}(1)} \int_{|1-t|}^{1} u^{m+n-2} f_{m, l}(u) D^{m}\left(1-\frac{\left(1+u^{2}-t^{2}\right)^{2}}{4 u^{2}}\right)^{m+\frac{n-3}{2}} \mathrm{~d} u
$$

Noting that $k=\frac{n-3}{2}$ and that $D^{m}$ can be taken outside the integral, we get,

$$
\begin{aligned}
t^{n-2} g_{m, l}(t) & =\frac{K(-1)^{m} \omega_{n-1}}{4^{m+k} \omega_{n} C_{m}^{\frac{n-2}{2}}(1)} D^{m} \int_{|1-t|}^{1} u^{1-m} f_{m, l}(u)\left(4 u^{2}-\left(1+u^{2}-t^{2}\right)^{2}\right)^{m+\frac{n-3}{2}} \mathrm{~d} u \\
& =\frac{K(-1)^{m} \omega_{n-1}}{4^{m+k} \omega_{n} C_{m}^{\frac{n-2}{2}}(1)} D^{m} \int_{|1-t|}^{1} u^{1-m} f_{m, l}(u)\left(2\left(u^{2}+1\right) t^{2}-t^{4}-\left(1-u^{2}\right)^{2}\right)^{m+\frac{n-3}{2}} \mathrm{~d} u
\end{aligned}
$$

We denote

$$
\begin{aligned}
h_{m, l}(t) & =t^{n-2} g_{m, l}(t) \\
\phi_{m, l}(t) & =\int_{|1-t|}^{1} u^{1-m} f_{m, l}(u)\left(2\left(u^{2}+1\right) t^{2}-t^{4}-\left(1-u^{2}\right)^{2}\right)^{m+\frac{n-3}{2}} \mathrm{~d} u
\end{aligned}
$$

Then we have

$$
h_{m, l}(t)=\frac{K(-1)^{m} \omega_{n-1}}{4^{m+k} \omega_{n} C_{m}^{\frac{n-2}{2}}(1)} D^{m} \phi_{m, l}(t)
$$

We make the following observations:

- $\phi_{m, l}(t) \in C_{c}^{\infty}((0,2))$,
- $\phi_{m, l}(t)$ satisfies

$$
\left[\mathcal{L}_{m+k} \phi_{m, l}\right](1-t)=\left[\mathcal{L}_{m+k} \phi_{m, l}\right](1+t)
$$

where, we recall that

$$
\mathcal{L}_{m+k}=\sum_{p=0}^{m+k} \frac{(m+k+p)!}{(m+k-p)!p!2^{p}}(1-t)^{m+k-p} D^{m+k-p}, \quad D=\frac{1}{t} \frac{\mathrm{~d}}{\mathrm{~d} t}
$$

The smoothness in the first point follows from the fact that $g_{m, l}(t)$ is a smooth function and $\phi_{m, l}(t)$ is the solution of a linear ODE with smooth coefficients and with zero initial conditions. The fact that the support is strictly in $(0,2)$ is due to the fact that $f_{m, l} \in C^{\infty}([0,1))$ has support strictly away from 1. The second point follows from the necessity part of Theorem 1.1 by replacing $k$ by $m+k$. Hence we have the following necessary condition: There is a function $\phi_{m, l} \in C_{c}^{\infty}((0,2))$, such that $h_{m, l}(t)=D^{m} \phi_{m, l}(t)$ and $\phi_{m, l}(t)$ satisfies

$$
\left[\mathcal{L}_{m+k} \phi_{m, l}\right](1-t)=\left[\mathcal{L}_{m+k} \phi_{m, l}\right](1+t)
$$

We note that for each $0 \leq l \leq d_{m}, \phi_{m, l}$ satisfies the same ODE.
Next we show that this condition is also sufficient. Since $\phi_{m, l}(t) \in C_{c}^{\infty}((0,2))$ and $\phi_{m, l}(t)$ satisfies

$$
\left[\mathcal{L}_{m+k} \phi_{m, l}\right](1-t)=\left[\mathcal{L}_{m+k} \phi_{m, l}\right](1+t)
$$

we have by the sufficiency part of the proof of Theorem 1.1 that

$$
\left(\int_{0}^{\infty} j_{k+m+\frac{1}{2}}(\lambda t) t \phi_{m, l}(t) \mathrm{d} t\right) y_{k+m+\frac{1}{2}}(\lambda)=\left(\int_{0}^{\infty} y_{k+m+\frac{1}{2}}(\lambda t) t \phi_{m, l}(t) \mathrm{d} t\right) j_{k+m+\frac{1}{2}}(\lambda) .
$$

Therefore, we have

$$
\left(\int_{0}^{\infty} D^{m} j_{k+\frac{1}{2}}(\lambda t) t \phi_{m, l}(t) \mathrm{d} t\right) y_{k+m+\frac{1}{2}}(\lambda)=\left(\int_{0}^{\infty} D^{m} y_{k+\frac{1}{2}}(\lambda t) t \phi_{m, l}(t) \mathrm{d} t\right) j_{k+m+\frac{1}{2}}(\lambda) .
$$

Integrating by parts, we get,

$$
\left(\int_{0}^{\infty} j_{k+\frac{1}{2}}(\lambda t) t h_{m, l}(t) \mathrm{d} t\right) y_{k+m+\frac{1}{2}}(\lambda)=\left(\int_{0}^{\infty} y_{k+\frac{1}{2}}(\lambda t) t h_{m, l}(t) \mathrm{d} t\right) j_{k+m+\frac{1}{2}}(\lambda) .
$$

We have the same expression for each $0 \leq l \leq d_{m}$ and hence the $m^{\text {th }}$ order spherical harmonic term of the Hankel transform of $g$ defined as the orthogonal projection of the Hankel transform of $g$ onto the subspace of spherical harmonics of degree $m$ vanishes at the non-zero zeros of the spherical Bessel function $j_{k+m+\frac{1}{2}}(\lambda)$ satisfying [4, Condition 4, Theorem 11]. We are done with the general case as well.
3.3. Counterexample to UCP. In this subsection we prove Theorem 1.8 and Corollary 1.9. In both the cases, we consider functions possessing radial symmetry. The proof presented here uses the range characterization (Theorem 1.1). In fact, this approach has been employed before, see for instance [35, Section VI.4] where it was used to show that the interior problem of computed tomography is not uniquely solvable. The second proof (see Section 4) directly produces the function $f$ claimed in the theorem. Due to the local nature of the operator, the construction of such an $f$ is relatively easier. However, in case of non-local problems, the approach via the range characterization may be better suited.

Proof of Theorem 1.8. Let $g \in C_{c}^{\infty}((0,2))$ be a non-trivial function such that $h(t)=t^{n-2} g(t)$ satisfies (1.1). Let $\alpha>0$ be such that $\alpha<1-\epsilon$. Let us choose $g$ such that $\operatorname{supp} g \subset(\alpha, 1-\epsilon) \cup(1+\epsilon, 2-\alpha)$ (see lemma 3.8 for existence of such a non-trivial function). By theorem 1.1, there exists a unique non-trivial function $f \in C_{c}^{\infty}(\mathbb{B})$ possessing radial symmetry, such that $\mathcal{R} f(p, t)=g(t)$ and hence $\mathcal{R} f(p, t)=0$ for all $p \in \mathbb{S}^{n-1}$ and $t \in(1-\epsilon, 1+\epsilon)$. This $f$ can be represented by the expressions given in Theorem 2.2. Since the value of $f$ at a point $x \in \mathbb{B}$ depends only on the values of $\mathcal{R} f$ on spheres passing through a neighborhood of $x$, we have $\left.f\right|_{U}=0$. The proof is complete.

Remark 3.6. Since $\mathcal{R} f(p, t)=0$ for $t<\alpha$, one can also conclude that $f(x)=0$ for $|x|>1-\alpha$, using support-type theorems [9].

Proof of Corollary 1.9. Let $U$ be an arbitrary open set in $\mathbb{B}$, and define $m:=\inf _{x \in U}|x|$ and $M:=$ $\sup _{x \in U}|x|$. Invoking theorem 1.8 with $\epsilon=M$, there exists a non-trivial radial function $f$ such that $f$ vanishes in $\{|x|<M\}$ and $\mathcal{R} f$ vanishes for all $t \in(1-M, 1+M)$, i.e., $\mathcal{R} f$ vanishes on all spheres intersecting $\{|x|<M\}$. In particular, $f$ vanishes on $U$ and $\mathcal{R} f$ vanishes on all spheres intersecting $U$.

Remark 3.7. In the case of functions possessing radial symmetry, the above counterexample is optimal in the sense that the function necessarily vanishes on all of $\{|x|<M\}$. This can be seen as follows: Due to radial symmetry, if $f$ vanishes in $U$, it vanishes in the annulus $A_{U}:=\{x \in \mathbb{B}: m<|x|<M\}$. Similarly, if $\mathcal{R} f$ vanishes on all spheres intersecting $U$, it vanishes on all spheres passing through $A_{U}$. In particular, $\mathcal{R} f$ vanishes on all spheres passing through $\{|x|<M\}$. The local nature of the inversion formula implies that $f$ vanishes on $\{|x|<M\}$.

The counterexamples to unique continuation given above rely on the existence of a non-trivial function satisfying the range condition, and having appropriate support. We prove the existence of such a function using basic theory of linear ordinary differential equations with variable coefficients.

Lemma 3.8. Let $\epsilon \in(0,1)$ and $\alpha>0$ such that $\alpha<1-\epsilon$. There exists a non-trivial function $h \in C_{c}^{\infty}((0,2))$ such that $\operatorname{supp} h \subset(\alpha, 1-\epsilon) \cup(1+\epsilon, 2-\alpha)$ and satisfying

$$
\left[\mathcal{L}_{k} h\right](1-t)=\left[\mathcal{L}_{k} h\right](1+t) \quad \text { for all } \quad t \in(0,1)
$$

Proof. Let us first consider $k=0$. In this case, we want a function supported in $(\alpha, 1-\epsilon) \cup(1+\epsilon, 2-\alpha)$ and satisfying

$$
h(1-t)=h(1+t) \quad \text { for all } t \in(0,1)
$$

This can be easily done by choosing a smooth function supported in $(1+\epsilon, 2-\alpha)$ and then extending it to $(0,1)$ by the relation given above. This idea also works for $k>0$, with some added technical difficulties.

Let us now assume $k>0$. The range condition can be written as

$$
\begin{align*}
\sum_{l=0}^{k} \frac{(-1)^{k-l}(k+l)!}{(k-l)!!2^{l}} & t^{k-l}\left(\frac{1}{(1-t)} \frac{\mathrm{d}}{\mathrm{~d} t}\right)^{k-l}(h(1-t))  \tag{3.53}\\
& =\sum_{l=0}^{k} \frac{(-1)^{k-l}(k+l)!}{(k-l)!!2^{l}} t^{k-l}\left(\frac{1}{(1+t)} \frac{\mathrm{d}}{\mathrm{~d} t}\right)^{k-l}(h(1+t))
\end{align*}
$$

Let $\tilde{H} \in C_{c}^{\infty}((1,2))$ be such that $\operatorname{supp}(\tilde{H}) \subset(1+\epsilon, 2-\alpha)$ to be chosen later and for $t \in(0,1)$, denote

$$
G(t)=\sum_{l=0}^{k} \frac{(-1)^{k-l}(k+l)!}{(k-l)!l!2^{l}} t^{k-l}\left(\frac{1}{(1+t)} \frac{\mathrm{d}}{\mathrm{~d} t}\right)^{k-l}(\tilde{H}(1+t)) .
$$

Then $G \in C_{c}^{\infty}((0,1))$ and $\operatorname{supp}(G) \subset(\epsilon, 1-\alpha)$. Let us consider the ODE

$$
\begin{cases}\sum_{l=0}^{k} \frac{(-1)^{k-l}(k+l)!}{(k-l)!l 2^{l}} t^{k-l}\left(\frac{1}{(1-t)} \frac{\mathrm{d}}{\mathrm{~d} t}\right)^{k-l}(H(t)) & =G(t) \quad \text { for } \quad t \in(\epsilon, 1-\alpha)  \tag{3.54}\\ \left(H(\epsilon), H^{(1)}(\epsilon), \ldots, H^{(k-1)}(\epsilon)\right) & =0\end{cases}
$$

The above ODE can be re-written as

$$
\begin{cases}\sum_{l=0}^{k} a_{l}(t)\left(\frac{\mathrm{d}}{\mathrm{~d} t}\right)^{l} H(t) & =G(t) \quad \text { for } \quad t \in(\epsilon, 1-\alpha)  \tag{3.55}\\ \left(H(\epsilon), H^{(1)}(\epsilon), \ldots, H^{(k-1)}(\epsilon)\right) & =0\end{cases}
$$

where $a_{l}$ are rational functions of $t$ smooth in the interval $(\epsilon, 1-\alpha)$. Note that

$$
a_{k}(t)=\frac{(-1)^{k} t^{k}}{(1-t)^{k}}
$$

and thus $\frac{1}{a_{k}}$ is also smooth in $(\epsilon, 1-\alpha)$. Multiplying throughout by $1 / a_{k}$, the ODE becomes

$$
\begin{cases}H^{(k)}(t)+\sum_{l=0}^{k-1} \frac{a_{l}(t)}{a_{k}(t)}\left(\frac{\mathrm{d}}{\mathrm{~d} t}\right)^{l} H(t) & =(-1)^{k} \frac{(1-t)^{k}}{t^{k}} G(t) \quad \text { for } \quad t \in(\epsilon, 1-\alpha)  \tag{3.56}\\ \left(H(\epsilon), H^{(1)}(\epsilon), \ldots, H^{(k-1)}(\epsilon)\right) & =0\end{cases}
$$

Next we use the representation for the solution to the above ODE, given in [17, Ch. 3, eq.(6.2)]. If $\varphi_{1}, \ldots, \varphi_{k}$ is a basis of solutions to the homogeneous equation

$$
H^{(k)}(t)+\sum_{l=0}^{k-1} \frac{a_{l}(t)}{a_{k}(t)}\left(\frac{\mathrm{d}}{\mathrm{~d} t}\right)^{l} H(t)=0
$$

then the solution to (3.56) is given by

$$
\begin{equation*}
H(t)=\sum_{j=1}^{k} \varphi_{j}(t) \int_{\epsilon}^{t} \frac{W_{j}(s)}{W\left(\varphi_{1}, \ldots, \varphi_{k}\right)(s)}(-1)^{k} \frac{(1-s)^{k}}{s^{k}} G(s) \mathrm{d} s \tag{3.57}
\end{equation*}
$$

where $W\left(\varphi_{1}, \ldots, \varphi_{k}\right)$ is the Wronskian of the basis $\varphi_{1}, \ldots, \varphi_{k}$ and $W_{j}(s)$ is obtained from $W\left(\varphi_{1}, \ldots, \varphi_{k}\right)$ by replacing the $j$-th column $\left(\varphi_{j}, \varphi_{j}^{(1)}, \ldots, \varphi_{j}^{(k-1)}\right)$ by $(0,0, \ldots, 1)$ and then taking the determinant. Due to the support restriction of $G, H$ vanishes in a small interval to the right of $t=\epsilon$, and hence all its derivatives vanish at $t=\epsilon$. In particular, $H(\epsilon)=H^{(1)}(\epsilon)=\cdots=H^{(k-1)}(\epsilon)=0$. Thus, by uniqueness, this is the solution of the ODE (3.56).

We also want the function $H$ and all its derivatives to vanish at $t=1-\alpha$. To this end, recall that

$$
\begin{align*}
G(t) & =\sum_{l=0}^{k} \frac{(-1)^{k-l}(k+l)!}{(k-l)!l!2^{l}} t^{k-l}\left(\frac{1}{(1+t)} \frac{\mathrm{d}}{\mathrm{~d} t}\right)^{k-l}(\tilde{H}(1+t))  \tag{3.58}\\
& =\sum_{l=0}^{k} b_{l}(t)\left(\frac{\mathrm{d}}{\mathrm{~d} t}\right)^{l}(\tilde{H}(1+t)) \tag{3.59}
\end{align*}
$$

The exact expression of the coefficients $b_{l}$ is not important, but note that these are rational functions of $t$ smooth in the interval $(\epsilon, 1-\alpha)$. Substituting this into the expression for $H$ and performing integration by parts (no boundary terms due to support condition of $\tilde{H}$ ), we obtain

$$
\begin{equation*}
H(1-\alpha)=\int_{\epsilon}^{1-\alpha} \Phi(s) \tilde{H}(1+s) \mathrm{d} s \tag{3.60}
\end{equation*}
$$

for some smooth function $\Phi$.
If $\Phi \equiv 0$, there is nothing to prove. If not, $\exists s_{0} \in(\epsilon, 1-\alpha)$ in which $\Phi(s)$ is either positive or negative and hence by continuity, keeps the same sign in a small interval around $s_{0}$. Let this interval be $I_{0}$. Let $I_{1}, I_{2} \subset I_{0}$ be disjoint. Choose two cut-off functions $\chi_{1}$ and $\chi_{2}$ supported in $I_{1}$ and $I_{2}$ respectively. For $t \in(1,2)$, let us choose

$$
\tilde{H}(t)=c_{1} \chi_{1}(t-1)+c_{2} \chi_{2}(t-1)
$$

for $c_{1}, c_{2}$ to be chosen later. We then have

$$
\begin{aligned}
\int_{\epsilon}^{1-\alpha} \Phi(s) \tilde{H}(1+s) \mathrm{d} s & =c_{1} \int_{\epsilon}^{1-\alpha} \Phi(s) \chi_{1}(s) \mathrm{d} s+c_{2} \int_{\epsilon}^{1-\alpha} \Phi(s) \chi_{2}(s) \mathrm{d} s \\
& =c_{1} \int_{I_{1}} \Phi(s) \chi_{1}(s) \mathrm{d} s+c_{2} \int_{I_{2}} \Phi(s) \chi_{2}(s) \mathrm{d} s .
\end{aligned}
$$

Choosing $c_{1}=-\int_{I_{2}} \Phi(s) \chi_{2}(s) \mathrm{d} s$ and $c_{2}=\int_{I_{1}} \Phi(s) \chi_{1}(s) \mathrm{d} s$, we get

$$
\begin{aligned}
H(1-\alpha) & =\int_{\epsilon}^{1-\alpha} \Phi(s) \tilde{H}(1+s) \mathrm{d} s \\
& =0
\end{aligned}
$$

In fact, due to the choice of support of $\tilde{H}, H$ vanishes in a small interval to the left of $t=1-\alpha$ and hence all its derivatives also vanish at $t=1-\alpha$. Thus, the function $H$, defined in $(\epsilon, 1-\alpha)$, obtained above can be extended by 0 to a smooth function in $(0,1)$. Finally, the function $h \in C_{c}^{\infty}((0,2))$ defined as

$$
h(t)=\left\{\begin{array}{l}
H(1-t), \quad \text { for } \quad t \in(0,1)  \tag{3.61}\\
\tilde{H}(t), \quad \text { for } \quad t \in(1,2)
\end{array}\right.
$$

satisfies the assumptions of the lemma.

## 4. Alternate proof of main theorems

In Section 3.1, we proved the necessary and sufficient condition separately. Our proof for sufficiency was based on showing that our range condition implies the existing range characterization of [5] (see Theorem 2.4). In this section, however, we are going to take a different approach based on the results in [23], which proves both implications directly. Let us explain the main idea now.

Consider the inversion formula (2.4), which can be re-written as

$$
f(x)=K(n)\left(\mathcal{N}^{*} \mathcal{D}^{*} \partial_{t} \mathcal{D N} f\right)(x)+K(n)\left(\mathcal{N}^{*} \mathcal{D}^{*} \partial_{t} t \partial_{t} \mathcal{D N} f\right)(x)
$$

Comparing this with (2.5), we observe

$$
\left(\mathcal{N}^{*} \mathcal{D}^{*} \partial_{t} \mathcal{D \mathcal { N }} f\right)(x)=0
$$

and thus

$$
\operatorname{range}(\mathcal{D N}) \subset \operatorname{ker}\left(\mathcal{N}^{*} \mathcal{D}^{*} \partial_{t}\right)
$$

In fact, the reverse inclusion also holds (see the discussion following [23, Theorem 3]) and we have

$$
\begin{equation*}
\operatorname{range}(\mathcal{D N})=\operatorname{ker}\left(\mathcal{N}^{*} \mathcal{D}^{*} \partial_{t}\right) \tag{4.1}
\end{equation*}
$$

This is a key observation for our proof.

Proof of Theorem 1.1. Let $g \in C_{c}^{\infty}((0,2))$ and consider $h(t):=t^{n-2} g(t)$ as before. Our first step is to find conditions on $h$ such that $\mathcal{D} h \in \operatorname{ker}\left(\mathcal{N}^{*} \mathcal{D}^{*} \partial_{t}\right)$. Since $h \in C_{c}^{\infty}((0,2)), \mathcal{N}^{*} \mathcal{D}^{*} \partial_{t} \mathcal{D} h \in C^{\infty}\left(\mathbb{R}^{n}\right)$. Thus, it is enough to find conditions on $h$ such that $\left(\mathcal{N}^{*} \mathcal{D}^{*} \partial_{t} \mathcal{D} h\right)(x)=0$ for $x$ such that $|x| \in(0,1)$.

For $U=U(t) \in C_{c}^{\infty}((0,2))$, using Funk-Hecke theorem, we have

$$
\begin{aligned}
\left(\mathcal{N}^{*} U\right)(x) & =\frac{1}{\omega_{n}} \int_{\mathbb{S}^{n-1}} \frac{U(|p-x|)}{|p-x|} \mathrm{d} S(p) \\
& =\frac{\omega_{n-1}}{\omega_{n}} \int_{-1}^{1} \frac{U\left(\sqrt{1+|x|^{2}-2|x| t}\right)}{\sqrt{1+|x|^{2}-2|x| t}}\left(1-t^{2}\right)^{k} \mathrm{~d} t .
\end{aligned}
$$

Let $c(n)$ denote the constant $\frac{\omega_{n-1}}{\omega_{n}}$. Changing the variables $u=\sqrt{1+|x|^{2}-2|x| t}$, we get

$$
\begin{equation*}
\left(\mathcal{N}^{*} U\right)(x)=\frac{c(n)}{2^{2 k}|x|^{2 k+1}} \int_{1-|x|}^{1+|x|} U(u)\left[4|x|^{2}-\left(1+|x|^{2}-u^{2}\right)^{2}\right]^{k} \mathrm{~d} u \tag{4.2}
\end{equation*}
$$

Let us denote

$$
\begin{aligned}
P(x, u) & =1+|x|^{2}-u^{2} \\
\text { and } \quad A(x, u) & =4|x|^{2}-P^{2}(x, u) .
\end{aligned}
$$

Observe that

$$
\begin{aligned}
& P(x, 1 \pm|x|)=\mp 2|x| \\
& A(x, 1 \pm|x|)=0 .
\end{aligned}
$$

Thus we have for $x \neq 0$,

$$
\left(\mathcal{N}^{*} U\right)(x)=\frac{c(n)}{2^{2 k}|x|^{2 k+1}} \int_{1-|x|}^{1+|x|} U(u) A^{k}(x, u) \mathrm{d} u
$$

We also have the expression

$$
\mathcal{D}^{*} \partial_{t} \mathcal{D} h=\frac{(-1)^{k}}{2^{2 k}} \partial_{t} D^{2 k} h
$$

These yield

$$
\left(\mathcal{N}^{*} \mathcal{D}^{*} \partial_{t} \mathcal{D} h\right)(x)=\frac{c(n)(-1)^{k}}{2^{4 k}|x|^{2 k+1}} \int_{1-|x|}^{1+|x|} \partial_{t} D^{2 k} h \cdot A^{k}(x, t) \mathrm{d} t
$$

Since $A$ vanishes at $t=1 \pm|x|$, we can perform integration by parts $k$-times without picking up the boundary terms to get

$$
\left(\mathcal{N}^{*} \mathcal{D}^{*} \partial_{t} \mathcal{D} h\right)(x)=\frac{c(n)}{2^{4 k}|x|^{2 k+1}} \int_{1-|x|}^{1+|x|} \partial_{t} D^{k} h \cdot D^{k} A^{k}(x, t) \mathrm{d} t
$$

We want to transfer all the derivatives to $A$, but now we will pick up the boundary terms. Invoking Lemma 2.9, we obtain

$$
\begin{gathered}
\left(\mathcal{N}^{*} \mathcal{D}^{*} \partial_{t} \mathcal{D} h\right)(x)=\frac{c(n)}{2^{4 k}|x|^{2 k+1}}\left[\sum_{l=0}^{k-1}(-1)^{l} D^{k-l} h \cdot D^{k+l} A^{k}\right]_{t=1-|x|}^{1+|x|} \\
\quad+(-1)^{k} \frac{c(n)}{2^{4 k}|x|^{2 k+1}} \int_{1-|x|}^{1+|x|} \partial_{t} h \cdot D^{2 k} A^{k} \mathrm{~d} t .
\end{gathered}
$$

Next, we need an expression for

$$
D^{k+l} A^{k}(x, t) \quad \text { for } \quad 0 \leq l \leq k
$$

Observe that

$$
\begin{aligned}
D A & =4 P, \\
D^{2} A & =-8, \\
\text { and } \quad D^{j} A & =0 \quad \text { for } j \geq 3 .
\end{aligned}
$$

We invoke the special case of Faà di Bruno's formula (see Lemma 2.8) with $F(t)=t^{k}$ and $G(t)=A(x, t)$. Notice that $F$ is a polynomial of degree $k$ and thus, we obtain

$$
D^{k+l} A^{k}(x, t)=\sum_{i \geq \frac{k+l}{2}}^{k}(-1)^{k+l-i} \frac{k!(k+l)!2^{2 i}}{(k-i)!(2 i-k-l)!(k+l-i)!} P^{2 i-k-l} A^{k-i} .
$$

Substituting this above, we find

$$
\begin{aligned}
\left(\mathcal{N}^{*} \mathcal{D}^{*} \partial_{t} \mathcal{D} h\right)(x)= & \frac{c(n)}{2^{4 k}|x|^{2 k+1}}\left[\sum_{l=0}^{k-1}(-1)^{l} D^{k-l} h \cdot \sum_{i \geq \frac{k+l}{2}}^{k} \frac{(-1)^{k+l-i} k!(k+l)!2^{2 i}}{(k-i)!(2 i-k-l)!(k+l-i)!} 2^{2 i-k-l} A^{k-i}\right]_{1-|x|}^{1+|x|} \\
& +(-1)^{k} \frac{c(n)}{2^{2 k}|x|^{2 k+1}} \int_{1-|x|}^{1+|x|} \partial_{t} h \cdot\left(\frac{(-1)^{k} k!(2 k)!}{k!}\right) \mathrm{d} t .
\end{aligned}
$$

Since $A(x, 1 \pm|x|)=0$, only $i=k$ term survives in the boundary term to give

$$
\begin{aligned}
\left(\mathcal{N}^{*} \mathcal{D}^{*} \partial_{t} \mathcal{D} h\right)(x)= & \frac{c(n)}{2^{4 k}|x|^{2 k+1}}\left[\sum_{l=0}^{k-1} \frac{k!(k+l)!2^{2 k}}{(k-l)!l!} P^{k-l} D^{k-l} h\right]_{1-|x|}^{1+|x|} \\
& +\frac{c(n)}{2^{2 k}|x|^{2 k+1}}(2 k)![h]_{1-|x|}^{1+|x|} .
\end{aligned}
$$

Writing it out, we have

$$
\begin{align*}
\left(\mathcal{N}^{*} \mathcal{D}^{*} \partial_{t} \mathcal{D} h\right)(x)=\frac{c(n)}{2^{2 k}|x|^{2 k+1}}[ & \sum_{l=0}^{k-1}  \tag{4.3}\\
& \frac{(-1)^{k-l} 2^{k-l} k!(k+l)!}{(k-l)!l!}|x|^{k-l}\left[D^{k-l} h\right](1+|x|) \\
& \left.\sum_{l=0}^{k-1} \frac{2^{k-l} k!(k+l)!}{(k-l)!l!}|x|^{k-l}\left[D^{k-l} h\right](1-|x|)\right] \\
& +\frac{c(n)}{2^{2 k}|x|^{2 k+1}}(2 k)![h(1+|x|)-h(1-|x|)]
\end{align*}
$$

or

$$
\begin{equation*}
\left(\mathcal{N}^{*} \mathcal{D}^{*} \partial_{t} \mathcal{D} h\right)(x)=\frac{c(n) k!}{2^{k}|x|^{2 k+1}}\left(\left[\mathcal{L}_{k} h\right](1+|x|)-\left[\mathcal{L}_{k} h\right](1-|x|)\right), \tag{4.4}
\end{equation*}
$$

where we recall that $\mathcal{L}_{k}$ is the linear differential operator of order $k$, defined as

$$
\mathcal{L}_{k}=\sum_{l=0}^{k} \frac{(k+l)!}{(k-l)!!2^{l}}(1-t)^{k-l} D^{k-l}
$$

Thus $\mathcal{D} h \in \operatorname{ker}\left(\mathcal{N}^{*} \mathcal{D}^{*} \partial_{t}\right)=\operatorname{range}(\mathcal{D N})$ if and only if $\left[\mathcal{L}_{k} h\right](1+t)=\left[\mathcal{L}_{k} h\right](1-t)$ for all $t \in[0,1]$. This is equivalent to saying that there exists $f \in C_{c}^{\infty}(\mathbb{B})$ such that

$$
\mathcal{D}\left(t^{n-2} \mathcal{R} f\right)=\mathcal{D} h .
$$

Since $\mathcal{D}$ is a linear differential operator, it has a trivial kernel in the space of compactly supported smooth functions on $(0,2)$. Thus, the above is equivalent to saying that $h=t^{n-2} \mathcal{R} f$ or $g=\mathcal{R} f$.

Remark 4.1. The sufficiency part of Theorem 1.4 can also be proved similarly with minor changes. We omit the proof.

Proof of Theorem 1.8. Recall that when $f$ has radial symmetry, we have (2.3):

$$
\mathcal{R} f(p, t)=\frac{\omega_{n-1}}{\omega_{n}} \int_{-1}^{1} f\left(\sqrt{1+t^{2}+2 s t}\right)\left(1-s^{2}\right)^{k} \mathrm{~d} s
$$

Consider the change of variables $u=\sqrt{1+t^{2}+2 s t}$ to get

$$
\mathcal{R} f(p, t)=\frac{\omega_{n-1}}{\omega_{n}} \frac{1}{t} \int_{|1-t|}^{1+t} u f(u)\left(1-\left(\frac{u^{2}-1-t^{2}}{2 t}\right)^{2}\right)^{k} \mathrm{~d} u
$$

Choose $F \in C_{c}^{\infty}((0,1))$ such that $\operatorname{supp}(F) \subset(\epsilon, 1)$ and take $f(t)=\frac{\mathrm{d}^{m}}{\mathrm{~d} t^{m}} F(t)$ for any $m \geq 4 k+2$. With this choice of $f$, we have for $t \in(1-\epsilon, 1+\epsilon)$

$$
\mathcal{R} f(p, t)=\frac{\omega_{n-1}}{\omega_{n}} \frac{1}{t} \int_{\epsilon}^{1} u\left(\frac{\mathrm{~d}^{m}}{\mathrm{~d} u^{m}} F(u)\right)\left(1-\left(\frac{u^{2}-1-t^{2}}{2 t}\right)^{2}\right)^{k} \mathrm{~d} u
$$

due to the choice of support of $F$. Performing repeated integration by parts, we obtain that $\mathcal{R} f(p, t)=0$ for all $p \in \mathbb{S}^{n-1}$ and $t \in(1-\epsilon, 1+\epsilon)$.

## 5. FURTHER DIRECTIONS

- In this article, we have given a complete range characterization for the SMT in odd dimensions. See also [33] for a related work on this subject. A direction of further research is the derivation of simple range descriptions (e.g. for radial functions) in even dimensions. Once the range conditions are obtained for radial functions, the case of general functions can probably be handled by using the result for the radial case, similar to our approach presented in this paper. Notice that our range conditions in odd dimensions are of a differential nature. Since the operator is non-local in even dimensions, it is conceivable that the range conditions are also non-local in even dimensions (perhaps of an integral nature).
- One of the results of this paper is a counterexample to UCP for SMT in odd dimensions. The authors believe that the UCP (as introduced in this article) should hold in even dimensions, while the interior problem (see [35]) should not have a unique solution there. The authors plan to address these questions in a future work.
- An offshoot of the current work is the discovery of explicit inversion formulas for the SMT that we study, similar in spirit to the works of Norton [37], Norton-Linzer [38], Xu-Wang [47] and others based on Fourier series/spherical harmonics and Hankel transform. Our inversion formulas are valid in all odd and even dimensions, and are simpler than some of the already existing ones. We plan to report this work in an upcoming article.
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