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WEIGHTED DIVERGENT BEAM RAY TRANSFORM:

RECONSTRUCTION, UNIQUE CONTINUATION AND STABILITY

SHUBHAM R. JATHAR , MANAS KAR , VENKATESWARAN P. KRISHNAN ,
AND RAHUL RAJU PATTAR

Abstract. In this article, we establish that any symmetric m-tensor field can be recovered
pointwise from partial data of the k-th weighted divergent ray transform for any k ∈ Z+ ∪ {0}.
Using the unique continuation property of the fractional Laplacian, we further prove the unique
continuation of the fractional divergent beam ray transform for both vector fields and symmetric
2-tensor fields. Additionally, we derive explicit reconstruction formulas and stability results for
vector fields and symmetric 2-tensor fields in terms of fractional divergent beam ray transform
data. Finally, we conclude by proving a unique continuation result for the divergent beam ray
transform for functions.

1. Introduction

Let n ≥ 2 be a positive integer. For a given point x ∈ Rn (referred to as the source point)
and ξ ∈ Sn−1 (referred to as the direction), the divergent beam ray transform is defined as
the integral of a function f along a ray that originates at x and emanates in the direction ξ.
This transform is mathematically expressed as:

Df(x, ξ) =

∫ ∞

0

f(x+ tξ) dt.

The uniqueness properties of the divergent beam ray transform have been investigated in pre-
vious works, most notably by Hamaker et. al. [9], who established that if Df = Dg for every
source point x and direction ξ, then it necessarily follows that f = g. Furthermore, partial
uniqueness results under additional conditions were provided in [9, Theorem 5.6]. The rela-
tionship between the divergent beam ray transform and the Radon transform was explored in
[9, Section 4]. Additionally, Finch and Solmon characterized the range of the divergent ray
transform, particularly when the source points lie on a sphere, in [5, Theorem 2.4], analogous
to the range characterization of the Radon transform in the case n = 2 by Helgason [10] and
Ludwig [20].

Extending this concept, Kuchment and Terzioglu introduced the k-th weighted divergent

beam ray transform for k > −1 [19, Def. 2.1]. For a function f ∈ S(Rn) and a source-
direction pair (x, ξ), this transform is defined as:

Dkf(x, ξ) =

∫ ∞

0

tkf(x+ tξ) dt.

The inversion formula for recovering the function f from Dkf has been proven by Kuchment
and Terzioglu [19].

This notion of the weighted divergent ray transform can be generalized to accommodate
Schwartz class symmetric m-tensor fields. This is formalized in the following definition:
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Definition 1.1. For a non-negative integer k, the k-th weighted divergent beam ray

transform of a symmetric m-tensor f ∈ S (Rn;Sm(Rn)) is defined by

Dk,mf(x, ξ) = Dk,m
x f(ξ) :=

∫ ∞

0

tkfi1···im(x+ tξ)ξi1 · · · ξim dt,

where x ∈ Rn is the source point and ξ ∈ Sn−1 is the unit vector indicating the direction of the
beam.

One of the primary objectives of this paper is to present a reconstruction formula for the
tensor field f using the information derived from Dk,mf . It is important to emphasize that for
the recovery of f , full data is not necessary; rather, only restricted data is required.

Theorem 1.2. Let f ∈ S (Rn;Sm(Rn)) be a symmetric m-tensor field in Rn and Dk,mf be
its k-weighted divergent beam ray transform for k ∈ Z+ ∪ {0}. Then f(x) can be recovered
pointwise from the knowledge of Dk,m

x f(x, ξ) for a finite set of directions ξ.

We refer to [2], where special cases of the above theorem are studied in the plane.

The second objective of this paper is to present a reconstruction formula, unique continuation
and stability results related to the fractional divergent beam ray transform, which is defined as
follows.

Definition 1.3. Let n ≥ 2 be an integer. For each real number s ∈ R+, we define the
fractional divergent beam ray transform of a tensor field f ∈ S(Rn;Sm(Rn)) as follows:

(χs,mf)(x, ξ) =

∫ ∞

0

t2s−1fi1···im(x+ tξ)ξi1 · · · ξim dt =

∫ ∞

0

t2s−1〈f(x+ tξ), ξm〉 dt.

Note that for any −1 < k < n − 1, such that k = 2s− 1, one can generalize Definition 1.1 to
Definition 1.3, such that Dk,mf = χs,mf .

The mathematical analysis of inverse problems related to integral transforms addresses key
issues such as uniqueness, stability, reconstruction, unique continuation, range characterization,
and partial data. In the second part of this article, we focus on the reconstruction, stability,
and unique continuation properties of the fractional divergent beam ray transform.

The ray transform of symmetric m-tensor fields in Rn is defined as the integral of the tensor
field along lines in Rn. The reconstruction problem for this integral operator is overdetermined
when n ≥ 3. However, when the normal operator of the ray transform is considered, the
problem becomes fully determined. As shown in [26], the solenoidal part of the tensor field can
be recovered from the normal operator, while the potential part lies in its kernel. Recently, [15]
demonstrated that complete recovery of a symmetric tensor field is possible from the normal
operators of the first m + 1 momentum ray transforms, which are integrals of the symmetric
tensor field with the weight tk for 0 ≤ k ≤ m, along with an explicit reconstruction formula.
The algorithm for recovering the tensor field from the momentum ray transform was established
in [17]. We also refer to related works on the reconstruction of various integral transforms,
including [2, 16, 21, 25]. In this paper, we study the averaging operator derived from the
fractional divergent beam ray transform instead of the normal operator. We provide an explicit
reconstruction of vector fields and symmetric 2-tensor fields from their averaging operator. It
is worth noting that higher-order tensors can be recovered using similar techniques, although
the computations become increasingly cumbersome.

The stability of the ray transform is a well-studied problem. In [24, Theorem 2.2], a con-
ditional, non-sharp stability estimate was established for compact non-trapping, non-positive
curvature manifold with strictly convex boundary, using energy-type estimates. Sharp stability
estimates were obtained via microlocal analysis in [30]. Local stability results using Melrose’s
scattering calculus are also available, as shown in [31, 37]. Sharp stability estimates for non-
positive curvature manifolds were proven in [22] using energy estimates. We also refer to [4, 18]
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for further stability results. In this paper, we prove stability results for the fractional divergent
beam ray transform for vector fields and 2-tensor fields.

Recently, the study of unique continuation for integral transforms has gained attention.
For instance, the unique continuation property of the ray transform of functions, the d-plane
transform, and the Radon transforms was examined in [13]. This result was extended to the
ray transform of one-forms in [14]. The unique continuation for the ray transform of symmetric
tensor fields and the k-th momentum ray transform was established in [1]. Additionally, a
unique continuation result for the fractional divergent beam ray transform on Schwartz class
functions was proven in [12]. In this article, we extend this result to vector fields and 2-tensor
fields. We also conclude by demonstrating the unique continuation of the divergent beam ray
transform for Schwartz functions, with a remark that this result does not extend to the case of
vector fields.

In summary, this article presents the following results:

• Reconstruction ofm-tensor field, m ≥ 0, from corresponding k-weighted divergent beam
ray transform data.

• Reconstruction of vector fields and 2-tensor fields from corresponding fractional diver-
gent beam ray transform data.

• Unique continuation results for fractional divergent beam ray transform for vector fields
and 2-tensor fields.

• Stability results for fractional divergent beam ray transform for vector fields and 2-tensor
fields.

• Unique continuation results for divergent beam ray transform for Schwartz functions,
along with a counterexample showing this result does not hold for vector fields.

2. Preliminaries

2.1. Tensor algebra over Rn. Consider TmRn = Tm, the nm-dimensional complex vector
space of m-tensors on Rn. Let e1, . . . , en represent the standard basis for Rn. For a given tensor
u ∈ Tm, the components (or coordinates) of the tensor are denoted as ui1···im = u (ei1 , . . . , eim).
In this framework, if u ∈ Tm and v ∈ T k, the tensor product u⊗ v, which belongs to Tm+k, is
defined by:

(u⊗ v) (x1, . . . , xm, xm+1, . . . , xm+k) = u (x1, . . . , xm) v (xm+1, . . . , xm+k) .

Now, let Sm = Sm(Rn) denote the subspace of Tm that consists of symmetric tensors, having
a dimension of

(

n+m−1
m

)

. The symmetrization operator, σ : Tm → Sm, is defined as follows:

σu (e1, . . . , em) =
1

m!

∑

π∈Πm

u
(

eπ(1), . . . , eπ(m)

)

,

where Πm represents the group of permutations of the set {1, . . . , m}. For tensors u ∈ Sm and
v ∈ Sk, the symmetric product u⊙ v, which resides in Sm+k, is defined as u⊙ v = σ(u⊗ v).

2.2. Tensor fields. Recall that the Schwartz space S(Rn) is a topological vector space com-
prising C∞-smooth, complex-valued functions defined on Rn that exhibit rapid decay at infinity,
along with all their derivatives. This space is equipped with the standard topology. The dual
space of S(Rn) is known as the space of tempered distributions and is denoted by S ′(Rn).

Now, let S(Rn;Sm) = S(Rn)⊗ Sm represent the topological vector space of smooth, rapidly
decaying symmetric m-tensor fields defined on Rn. The components of these tensor fields belong
to the Schwartz space. In Cartesian coordinates, such a tensor field is expressed as f = (fi1...im),
where the components fi1...im = f i1...im ∈ S(Rn) are symmetric with respect to all indices.
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It is important to note that, in this context, there is no distinction between covariant and
contravariant components, as we are working exclusively with Cartesian coordinates.

2.3. Fourier transform. For f ∈ S(Rn), the Fourier transform is defined by

Ff(y) =

∫

Rn

e−i〈x,y〉f(x) dx, y ∈ R
n.

If T ∈ S ′(Rn), its Fourier transform FT is the linear form on S(Rn) defined by

FT (ϕ) = T (Fϕ).

We recall the following properties of the Fourier transform from [11, Theorem 4.2, 4.6, and
Lemma 6.2, Chapter VII]:

(1) i|α|+|β|yβDα(Ff)(y) = FDβ(xαf)(y)
(2) F (f1 ∗ f2) = (Ff1)(Ff2) for f1, f2 ∈ S(Rn)
(3) F (T ∗ f) = (FT )(Ff) for f ∈ S(Rn), T ∈ S ′(Rn)

(4) F (|x|α)(y) = 2n+απ
n
2

Γ(n+α
2 )

Γ(−α
2 )

|y|−α−n, −α− n /∈ 2Z+.

In the expressions, ∗ denotes the convolution. The Fourier transform F : S (Rn;Sm) →
S (Rn;Sm) , f 7→ Ff of symmetric tensor fields is defined component-wise: (Ff)i1...im =
Ffi1...im . Note that the Fourier transform F acts as an isomorphism on the spaces S(Rn),
S ′(Rn) and we denote its inverse by F

−1u. The Bessel potential of order s ∈ R is the Fourier
multiplier 〈D〉s : S ′(Rn) → S ′(Rn), that is

(2.1) 〈D〉s u := F
−1(〈ξ〉s Fu),

where 〈ξ〉 := (1+ |ξ|2)1/2. If s ∈ R and 1 ≤ p <∞, the Bessel potential space Hs,p(Rn) is given
by

(2.2) Hs,p(Rn) := {u ∈ S ′(Rn) ; 〈D〉s u ∈ Lp(Rn)},

endowed with the norm
‖u‖Hs,p(Rn) := ‖〈D〉s u‖Lp(Rn).

For our convenience, we use the notation Jsu for the Bessel potential such that Jsu = F
−1[(1+

|ξ|2)−
s
2 Fu], for all s ∈ R, see [38, Chapter 12].

Let H t,p(Rn;Sm(Rn)) = H t,p(Rn)⊗ Sm(Rn) represent the topological vector spaces of sym-
metric m-tensor fields defined on Rn which belongs to H t,p(Rn) Sobolev class for all t ∈ R and
1 < p < ∞. In Cartesian co-ordinates such a tensor field is expressed as f = (fi1...im), where
the components fi1...im = f i1...im ∈ H t,p(Rn) are symmetric with respect to all indices. Since
Schwartz space S(Rn) is dense in H t,p(Rn), it is immediate to see that S(Rn;Sm) is dense in
H t,p(Rn;Sm(Rn)). The norm of H t,p(Rn;Sm(Rn)) is defined as

‖f‖Ht,p(Rn;Sm(Rn)) =
∑

i1···im

‖fi1···im‖Ht,p(Rn).

We will now recall the following complex interpolation result from [3].

Theorem 2.1 (Complex interpolation, Theorem 6.4.5, [3]). Let θ be given such that 0 < θ < 1.
Also let s∗, p∗ be such that s∗ = (1− θ)s0 + θs1 and 1

p∗
= 1−θ

p0
+ θ

p1
. Then we have

(Hs0,p0(Rn), Hs1,p1(Rn))[θ] = Hs∗,p∗(Rn),

where s0 6= s1 and 1 < p0, p1 <∞.

In the above theorem, the notation (Hs0,p0(Rn), Hs1,p1(Rn))[θ] means that the Bessel potential

type Sobolev space Hs∗,p∗(Rn) can be obtained by the complex interpolation between Hs0,p0(Rn)
and Hs1,p1(Rn). Given two compatible couple of Banach spaces (Hs0,p0(Rn), Hs1,p1(Rn)) and
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(

H s̃,p̃(Rn), H s̃1,p̃1(Rn)
)

, the pair
(

(Hs0,p0(Rn), Hs1,p1(Rn))[θ] ,
(

H s̃,p̃(Rn), H s̃1,p̃1(Rn)
)

[θ]

)

is an ex-

act interpolation pair of exponent θ. That is, if T : Hs0,p0(Rn) + Hs1,p1(Rn) → H s̃,p̃(Rn) +
H s̃1,p̃1(Rn) is a linear operator such that T : Hs0,p0(Rn) → H s̃,p̃(Rn) and T : Hs1,p1(Rn) →
H s̃1,p̃1(Rn) are bounded, then T : Hs∗,p∗(Rn) → H s̃∗,p̃∗(Rn) is bounded, where the interpolation
spaces are (Hs0,p0(Rn), Hs1,p1(Rn))[θ] = Hs∗,p∗(Rn) and

(

H s̃,p̃(Rn), H s̃1,p̃1(Rn)
)

[θ]
= H s̃∗,p̃∗(Rn).

The corresponding operator norm can be bounded by

‖T‖Hs∗,p∗→H s̃∗,p̃∗ ≤ ‖T‖1−θ
Hs0,p0→H s̃,p̃‖T‖

θ
Hs1,p1→H s̃1,p̃1

where s∗, p∗ be such that s∗ = (1−θ)s0+θs1 and
1
p∗

= 1−θ
p0

+ θ
p1

with s0 6= s1 and 1 < p0, p1 <∞,

and s̃∗, p̃∗ be such that s̃∗ = (1 − θ)s̃ + θs̃1 and 1
p̃∗

= 1−θ
p̃

+ θ
p̃1

with s̃ 6= s̃1 and 1 < p̃, p̃1 < ∞.

In particular, if f ∈ Hs∗,p∗(Rn), then

‖Tf‖H s̃∗,p̃∗(Rn) ≤ ‖T‖Hs∗,p∗→H s̃∗,p̃∗‖f‖Hs∗,p∗(Rn)

≤ T‖1−θ
Hs0,p0→H s̃,p̃‖T‖

θ
Hs1,p1→H s̃1,p̃1

‖f‖Hs∗,p∗(Rn).

We will use this interpolation result to prove certain boundedness estimate for averaging oper-
ators in the fractional Sobolev spaces.

2.4. Riesz transform. The Riesz transforms of a complex valued Schwartz class function f
on Rn are defined by

Rjf(x) = cn lim
ǫ→0

∫

Rn\Bǫ(x)

(xj − zj)

|x− z|n+1
f(z)dz

for j = 1, 2, · · · , n where the constant cn is given by

cn =
1

πωn−1

=
Γ(n+1

2
)

π
n+1

2

and ωn−1 being the n − 1 dimensional Lebesgue measure of the unit sphere Sn−1. For f ∈
Lp(Rn), 1 < p <∞, the Riesz transform operators Rj : L

p(Rn) → Lp(Rn) are bounded, see for
instance [33, Theorem 2.6, Chapter VI]. For every f ∈ L2(Rn), we have from [33, Theorem 2.6,
Chapter VI] that

(2.3) F (Rjf)(ζ) = −i
ζj
|ζ |

(Ff)(ζ).

Since f ∈ L2(Rn), the Riesz transform Rjf ∈ L2(Rn). Moreover, we have

(2.4) F (Rj ◦Rkf)(ζ) = (−i)2
ζjζk
|ζ |2

(Ff)(ζ).

Similarly, we have

F (Ri1 ◦ · · · ◦Rikf) (ζ) = (−i)k
ζi1 · · · ζik

|ζ |k
(Ff)(ζ)

holds for every f ∈ L2(Rn). In the case of m-tensor field f , we define the Riesz transform via
each component function fj1···jm. In particular, we have

(2.5) Rℓfj1···jm = −iF−1

(

ζℓ
|ζ |

F (fj1···jm)

)

,

for all ℓ = 1, · · · , n. Next, we will show the boundedness properties of the Riesz transforms in
the corresponding Sobolev spaces.

Theorem 2.2 (Boundedness properties of Riesz transform). Let 1 < p < ∞ and t ≥ 0 be a
real number. Then the Riesz transforms

Rj : H
t,p(Rn) → H t,p(Rn)

are bounded linear operator for all j = 1, 2, · · · , n.
5



Proof. We have already noticed that, Riesz transforms Rj : L
p(Rn) → Lp(Rn) are bounded, for

f ∈ Lp(Rn), 1 < p < ∞. From the definition of Riesz transform, we have Rjf = K ∗ f where

the kernel is of the form K(x, z) = cn
xj−zj

|x−z|n+1 . Therefore, by the convolution theorem, we have

∂α(Rjf) = ∂α(K ∗ f) = K ∗ ∂αf = Rj(∂
αf) holds for all multi-indices α = (α1, · · · , αn) with

αi ∈ N. Thus we have
‖Rjf‖W l,p(Rn) ≤ C‖f‖W l,p(Rn)

where C > 0 be a constant and l = |α| ∈ N. In other words, Rj : W l,p(Rn) → W l,p(Rn) is
a bounded linear operator. By the interpolation theorem, see Theorem 2.1, we conclude that
Rj : H

t,p(Rn) → H t,p(Rn) is a bounded linear operator, where 1 < p < ∞ and t ≥ 0 be a real
number. �

2.5. Riesz potential. Consider a function f in the Schwartz space S (Rn) and a complex
number γ. The Riesz potential of f is defined as follows:

(2.6) (Iγf)(x) = hn(γ)

∫

Rn

|y|γ−nf(x− y) dy, hn(γ) =
Γ
(

n−γ
2

)

2γπ
n
2 Γ
(

γ
2

) .

In cases where −γ belongs to the set of positive even integers, the poles of Γ(γ/2) are negated
by those of |y|γ−n, as detailed in [11, Chapter VII, Section 6]. Therefore, if γ − n does not
belong to the set of even integers, the Riesz potential can be represented as a convolution:

(2.7) (Iγf)(x) =
(

f ∗ hn(γ)|x|
γ−n
)

(x), f ∈ S(Rn).

Through the application of the Fourier transform, we obtain:

(2.8) F (Iγf)(η) = |η|−γFf(η), γ − n /∈ 2Z+

in the context of tempered distributions.

Lemma 2.3. [11, Chapter VII, Propositions 6.5 and 6.8] For f ∈ S (Rn), the following com-
position formulas are valid:

(1) Iα(Iβf) = Iα+βf, Re(α),Re(β) > 0, Re(α+ β) < n.
(2) I−k(Ikf) = f, 0 < k < n and f(x) = O(|x|−N) for some N > n.

Following [32, Theorem 1, Chapter V], we have that the Riesz potential operator

(2.9) Iα : Lp(Rn) → Lq(Rn)

is a bounded linear operator where 0 < α < n, 1 < p < q < ∞, 1
q
= 1

p
− α

n
. In particular, we

have

(2.10) ‖Iαf‖Lq(Rn) ≤ Ap,q‖f‖Lp(Rn)

where Ap,q > 0 is a constant, sometimes it is called as Ap,q weight.

2.6. Inverse fractional Laplacian. For a function f ∈ S (Rn) and a positive number s, the
Fourier transform of (−∆)sf is given by |η|2sFf(η). The negative power of the Laplacian,
(−∆)−s, for s > 0, is defined as:

(2.11) F ((−∆)−sf)(η) = |η|−2s
Ff(η) for η 6= 0.

This multiplier, |η|−2s, must be a tempered distribution, which necessitates the condition 0 <
s < n

2
[34, Section 3]. To compute (−∆)−sf(x), the inverse Fourier transform of (2.11) needs

to be calculated, a task that is complex due to the nature of the Fourier multiplier |η|−2s.
However, this challenge can be circumvented by employing the method of semigroups, leading
to the definition of the fractional Laplacian as:

(−∆)−sf(x) =
1

Γ(s)

∫ ∞

0

et∆f(x)
dt

t1−s
.
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The following theorem establishes a connection between the fractional Laplacian and the Riesz
potential.

Theorem 2.4. [34, Theorem 5] Let f ∈ S(Rn) and 0 < s < n
2
. Then

(−∆)−sf(x) = (I2sf)(x) = hn(2s)

∫

Rn

|y|2s−nf(x− y) dy,

where hn(2s) =
Γ(n

2
−s)

4sΓ(s)π
n
2
.

Lemma 2.5. Let s1 and s2 be two positive real numbers such that 0 < s1 + s2 <
n
2
. The

following composition formula holds for f ∈ S(Rn):

(−∆)−s1
(

(−∆)−s2f
)

= (−∆)−(s1+s2)f.

This follows from the semigroup property satisfied by the operator (−∆)−s. If u ∈ S ′(Rn)
is a tempered distribution and s ≥ 0, the fractional Laplacian of order s of u is the Fourier
multiplier (−∆)su := F−1(|ξ|2sFu), whenever the right hand side is well-defined.

Theorem 2.6 (Boundedness properties of fractional Laplacian). If s ≥ 0, the fractional Lapla-
cian operator extends as a bounded linear map

(−∆)s : H t,p(Rn) → H t−2s,p(Rn)

whenever t ∈ R and 1 ≤ p <∞.

Proof. The lemma follows from [8, Lemma 2.1] when p = 2, see also [35, Proposition 6.5] for
general p. For the convenience of the reader, we will provide some details of the proof. If
u ∈ S(Rn), then ‖(−∆)su‖Ht−2s,p(Rn) = ‖F−1{m(ξ)〈ξ〉tFu(ξ)}‖Lp(Rn) where m(ξ) = 〈ξ〉−2s|ξ|2s

is bounded and hence a Fourier multiplier on Lp, which implies

‖(−∆)su‖Ht−2s,p(Rn) ≤ C‖u‖Ht,p(Rn).(2.12)

�

2.7. Pseudodifferential calculus. We recall few important facts from pseudodifferential Cal-
culus, see [23, 38] for references. Let m ∈ R. We define the set of symbols of order m by the set

of all σ ∈ C∞(Rn×Rn) such that |Dα
xD

β
ξ σ(x, ξ)| ≤ Cα,β(1+ |ξ|)m−|β|, for any two multi-indices

α, β and x, ξ ∈ Rn, where Cα,β > 0 are constants depend on α and β. The pseudodifferential
operator corresponding to the symbol σ is defined by

(Tσφ)(x) = (2π)−n
∫

Rn

ei〈x,ξ〉σ(x, ξ)Fφ(ξ)dξ, φ ∈ S(Rn).

Note that Tσ maps the Schwartz space S(Rn) to itself, see [38, Proposition 6.7]. Also, Tσ is a
linear map from tempered distribution S ′(Rn) into S ′(Rn), see [38, Proposition 11.4]. It has
also nice mapping properties between Lp spaces, that is in particular, if σ is a symbol of order
zero, then Tσ : Lp(Rn) → Lp(Rn) is a bounded linear operator for 1 < p <∞, see [38, Theorem
11.7]. Moreover, when σ belongs to the set of symbols of order m, the operator enjoys mapping
properties between Sobolev spaces.

Theorem 2.7. [38, Theorem 12.9] Let σ be a symbol of order m. Then

Tσ : Hs,p(Rn) → Hs−m,p(Rn)

is a bounded linear operator for all s ∈ R and 1 < p <∞.

Next theorem is important in proving the boundedness estimate of averaging operators. We
denote E ′(Rn) by the space of all compactly supported distributions. Let Ψm

cl = {Op(a); a ∈ Smcl }
be the set of classical pseudodifferential operators of orderm, where Smcl be the set of all classical
symbols of order m, see [23, Definition 1.3.13] for the precise definition.
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Theorem 2.8. Let n ≥ 2 be an integer. Let f ∈ S(Rn). Define an operator

Tσsf(x) := (2π)−n
∫

Rn

ei〈x,ξ〉σs(ξ)Ff(ξ)dξ,

where σs(ξ) := |ξ|−2s. Then Tσs is a pseudodifferential operator of order −2s. Moreover, Tσs =
Q+S, where Q ∈ Ψ−2s

cl is elliptic, and S is a smoothing operator which maps E ′(Rn) to C∞(Rn).
Furthermore

Tσs : H
t,p(Rn) → H t+2s,p(Rn)

is a bounded linear operator, for all s ∈ (0, 1), 1 < p <∞, t ∈ R.

Proof. It can be observed that, the function σs(ξ) = |ξ|−2s is a symbol of order −2s, since, for

any multi-indices α, β ∈ Nn
0 , there exist Cα,β > 0 such that |Dα

xD
β
ξ σs(ξ)| ≤ Cα,β(1 + |ξ|)−2s−|β|,

for x, ξ ∈ Rn. To prove the second part of the theorem, we proceed as follows: Let ψ ∈ C∞
c (Rn)

be such that ψ(ξ) = 1 for |ξ| ≤ 1
2
and ψ(ξ) = 0 for |ξ| ≥ 1. Write Qf = F−1

{

1−ψ(ξ)
|ξ|2s

F (f)
}

and Sf = F−1
{

ψ(ξ)
|ξ|2s

F (f)
}

. Then Q is a pseudodifferential operator in Ψ−2s
cl with symbol

σ̃s(x, ξ) = 1−ψ(ξ)
|ξ|2s

, hence Q is elliptic. Since ψ(ξ)
|ξ|2s

∈ L1(Rn) is compactly supported, by [23,

Lemma 1.3.17], the operator S : f → F−1
{

ψ(ξ)
|ξ|2s

F (f)
}

is smoothing in the sense that it maps

E ′(Rn) to C∞(Rn). Finally the operator Tσs is bounded due to Theorem 2.7. �

3. Weighted Divergent Beam Ray Transform: Reconstruction

Before proving the Theorem 1.2, we need one technical lemma. This is proved for f ∈
S (R3;Sm (R3)) in [21, Lemma 3] using mathematical induction. Here, we provide an alternate
proof using the properties of homogeneous polynomials for any symmetric m-tensor fields.

Lemma 3.1. Let m ≥ 1 and f ∈ S (Rn;Sm (Rn)) and ξ1, · · · , ξm ∈ Rn \ {0}. For each
1 ≤ k ≤ m, define the index set

Jmk = {(j1, . . . , jk) : 1 ≤ ji ≤ m for i = 1, . . . , k and j1 < · · · < jk} .

Then, the following holds:

〈f, (ξ1, . . . , ξm)〉 =
1

m!

m
∑

k=1

(−1)m−k
∑

Jm
k

〈

f(x), (ξj1 + · · ·+ ξjk)
⊙m〉 .

Proof. From [21, p. 14], we have 〈f, (ξ1, . . . , ξm)〉 = 〈f, ξ1 ⊙ · · · ⊙ ξm〉 where ⊙ denotes the
symmetric product. It is enough to show that

(3.1) ξ1 ⊙ · · · ⊙ ξm =

m
∑

k=1

(−1)m−k

m!





∑

Jm
k

(ξj1 + · · ·+ ξjk)
⊙m



 .

The complex vector space Sm(Rn) is generated by powers zm (z ∈ Rn). That is, every statement
on symmetric tensors can be translated into the language of polynomials, and vice versa. Thus,
it is enough to prove that

(3.2) z1z2 · · · zm =

m
∑

k=1

(−1)m−k

m!





∑

Jm
k

(zj1 + · · ·+ zjk)
m



 .

for z = (z1, · · · , zn) ∈ Rn \ {0}. Let us consider function g : Rm → R given by

g(zi1, · · · , zim) =

m
∑

k=1

(−1)m−k





∑

Jm
k

(zj1 + · · ·+ zjk)
m



−m!zi1 · · · zim .
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Notice that g is a smooth function on Rm. Let α = (α1, · · · , αm) be a multi-index such
that |α| = m. If there exists an αi such that αi 6= 0 and i 6= jr for jr ∈ {j1, · · · , jk},
then ∂α (zj1 + · · ·+ zjk)

m = 0, where ∂α = ∂αz = ∂α1

z1
· · ·∂αm

zm . If no such αi exists, then by
homogeneity and |α| = m, we have ∂α (zj1 + · · ·+ zjk)

m = m!. Note that elements in Jmk can
be identified with elements in Rm with k entries equal to 1 and the remaining m − k entries
equal to 0. For any multi-index α, nα counts the number of αj such that αj 6= 0 (each index is
counted only once). Note that

(3.3)
1

m!
∂αz





∑

Jm
k

(zj1 + · · ·+ zjk)
m



 =

(

m− nα
k − nα

)

.

The reasoning behind this is that one needs to count the number of entries Jmk identified in Rm

where exactly nα entries are fixed. This implies, except α = (1, · · · , 1), we have

∂αg(zi1 , · · · , zim) = m!

m
∑

k=0

(−1)m−k

(

m− nα
k − nα

)

− 0.

After re-indexing and from the agreement that whenever r < 0, we have
(

s
r

)

= 0, this implies

m!

m
∑

k=0

(−1)m−k

(

m− nα
k − nα

)

= m!(−1)m−nα

m−nα
∑

r=0

(−1)r
(

m− nα
r

)

= 0.

In the case α = (1, · · · , 1), we have ∂αg(zi1, · · · , zim) = m! − m! = 0. This implies ∀α ∈ Zm+

such that |α| = m, we have ∂αg(zi1, · · · , zim) = 0. As g is a homogeneous polynomial function
of degree m, and combined with the condition ∂αg(zi1 , . . . , zim) = 0 for all α ∈ Zm+ such that
|α| = m, we conclude that g is a constant function equal to 0, which proves the claim (3.2). �

We now prove Theorem 1.2.

Proof of Theorem 1.2. We first show that f can be recovered point-wise from the information
of D0,mf and the case for Dk,mf, k ≥ 1, follows from the iteration. Let x ∈ Rn be the source
of the beam {x+ tξ}|t≥0 and ξ ∈ Sn−1 be the unit vector in the direction of the beam. Then

D0,mf(x, ξ) is defined as

D0,mf(x, ξ) =

n
∑

j1,...,jm=1

∫ ∞

0

fj1...jm(x+ tξ)ξj1 . . . ξjmdt,(3.4)

where fj1...jm(x) is symmetric in all indices j1, . . . , jm ∈ {1, . . . , n}. Differentiating the above
equation with respect to xk and multiplying it by ξk and then summing over k yields

n
∑

k=1

ξk∂xkD
0,mf(x, ξ) =

n
∑

k=1

n
∑

j1,...,jm=1

∫ ∞

0

ξk∂xkfj1...jm(x+ tξ)ξj1 . . . ξjmdt

=

n
∑

j1,...,jm=1

∫ ∞

0

d

dt
fj1...jm(x+ tξ)ξj1 . . . ξjmdt

= −
n
∑

j1,...,jm=1

fj1...jm(x)ξ
j1 . . . ξjm = −〈f(x), ξ⊙m〉.(3.5)

It remains to show the recovery of a symmetric m-tensor from 〈f(x), ξ⊙m〉 for ξ ∈ Sn−1. Note
that

(3.6) fi1...im(x) = 〈f(x), (ei1 , . . . , eim)〉 ,
9



where ei are elements of the standard basis of Rn. From Lemma 3.1, if we know the information
of

(3.7)
1

m!

m
∑

k=1

(−1)m−k
∑

Jm
k

〈

f(x), (ej1 + · · ·+ ejk)
⊙m〉 ,

we can recover f . From (3.5),

n
∑

r=1

Θr

‖Θ‖
∂xrD

0,mf

(

x,
Θ

‖Θ‖

)

= −

〈

f(x),

(

Θ

‖Θ‖

)⊙m
〉

.

This implies,

n
∑

r=1

Θr

‖Θ‖1−m
∂xrD

0,mf

(

x,
Θ

‖Θ‖

)

= −
〈

f(x),Θ⊙m
〉

.

From (3.6) and (3.7),

fi1...im(x)

= −
1

m!

m
∑

k=1

(−1)m−k
∑

Jm
k

n
∑

r=1

(ej1 + · · ·+ ejk)r
‖ (ej1 + · · ·+ ejk) ‖

1−m
∂xrD

0,mf

(

x,
(ej1 + · · ·+ ejk)

‖ (ej1 + · · ·+ ejk) ‖

)

.

Now, for the case l ≥ 1, we have

(3.8)

n
∑

k=1

ξk∂xkD
l,mf(x, ξ) =

n
∑

k=1

n
∑

j1,...,jm=1

∫ ∞

0

tlξk∂xkfj1...jm(x+ tξ)ξj1 . . . ξjmdt

=

n
∑

j1,...,jm=1

∫ ∞

0

tl
d

dt
fj1...jm(x+ tξ)ξj1 . . . ξjmdt

= −lDl−1,mf(x, ξ).

We proceed as above, iteratively, and obtain D0,mf(x, ξ) from which we recover f(x). �

4. Fractional Divergent Beam Ray: Reconstruction, Unique Continuation

In this section, we consider fractional divergent beam ray transform for vector fields and
2-tensor fields and prove reconstruction, unique continuation and stability results. Note that,
the restrictions on the respective exponents for fractional (χs,mf) and k-weighted (Dk,mf)
divergent beam ray transforms are s ∈ R+ and k ∈ Z+∪{0}. In fact, for any k ∈ R+, such that
k = 2s−1, one can generalize Definition 1.1 to Definition 1.3, such that Dk,mf = χ k+1

2
,mf . One

important difference between the fractional and k-weighted divergent beam ray transforms is
that, in general, the unique continuation principle holds for the former but not for the latter.
This is elaborated in Remark 6.3. The computations in the proof of Theorem 1.2 suggest that
it is enough to define χs,mf for s ∈ (0, 1). Whenever s ∈ R

+, we apply the procedure in (3.8)

⌊2s − 1⌋ times to obtain χr,mf from χs,mf , where r = 2s−⌊2s−1⌋
2

∈ (0, 1). Therefore, without
loss of generality, we assume that s ∈ (0, 1).

Lemma 4.1. For f ∈ S(Rn;Sm(Rn)), the fractional divergent beam ray transform χs,mf(·, ξ)
is a smooth tempered distribution on Rn. Specifically, for any given δ > 0, χs,mf satisfies the
following estimate:

|∂αx (χs,mf)(x, ξ)| ≤ Cα,s,m〈x〉
2s+δ,

where Cα,s,m is a positive constant, α = (α1 . . . αn) be a multi-index and 〈x〉 = (1 + |x|2)
1

2 .
10



Proof. Noting that fj1...jm ∈ S(Rn) and |(∂αx fj1...jm) (x+ tξ)| ≤ Cα,N〈x+ tξ〉−N for any N > 2s,
then for each ξ ∈ Sn−1, we get

|∂αx (χs,mf)(x, ξ)| =

∣

∣

∣

∣

∫ ∞

0

t2s−1∂αx fi1···im(x+ tξ)ξi1 · · · ξim dt

∣

∣

∣

∣

≤

∫ ∞

0

t2s−1 |∂αx fi1···im(x+ tξ)| dt ≤ Cα,N

∫ ∞

0

t2s−1〈x+ tξ〉−Ndt.

From Peetre’s inequality [36, p. 17, (2.21)], we have, for some C > 0, that

|∂αx (χs,mf)(x, ξ)| ≤ C

∫ ∞

0

t2s−1〈x〉N〈t〉−Ndt

= C〈x〉N
[
∫ 1

0

t2s−1〈t〉−Ndt+

∫ ∞

1

t2s−1〈t〉−Ndt

]

≤ C〈x〉N
[∫ 1

0

t2s−12−
N
2 dt+

∫ ∞

1

t2s−12−
N
2 t−Ndt

]

≤ C2−
N
2

[

1

2s
+

1

N − 2s

]

〈x〉N .

For any δ > 0, we choose N = 2s+ δ. This proves the lemma. �

We remark from the above Lemma 4.1 that, for f ∈ S(Rn;Sm(Rn)), the fractional divergent
beam ray transform χs,mf(·, ξ) is a tempered distribution on R

n as well as it is a smooth tensor.
Thus the Fourier transform of χs,mf(·, ξ) in the ξ variable makes sense and therefore it allows
one to apply the usual definition of Fourier transform defined for function. See the details in
Lemma 5.7.

We define the following m+1 averages of the fractional divergent beam ray transform χs,mf
for an m-tensor f ∈ S(Rn;Sm(Rn)), over the sphere S

n−1:

A0
m,s, A

1
m,s = (A1,i

m,s)
n
i=1, . . . ,A

m
m,s = (Am,i1,...,im

m,s )ni1,...,im=1

where

(A0
m,sf)(x) = cm,0n,s

∫

Sn−1

(χs,mf)(x, ξ)dSξ,

(

A1,i
m,sf

)

(x) = cm,1n,s

∫

Sn−1

ξi(χs,mf)(x, ξ)dSξ,

...

(

Am,i1,...,im
m,s f

)

(x) = cm,mn,s

∫

Sn−1

ξi1 · · · ξim(χs,mf)(x, ξ)dSξ.

Here the constants cm,kn,s , 0 ≤ k ≤ m, are defined as

cm,kn,s =
−Γ
(

n+m+k−2s
2

)

22s−⌊
m+k

2 ⌋π
n
2Γ
(

s+ (m+k)mod 2
2

) .

Lemma 4.2. For any 0 ≤ k ≤ m, we have

(

Ak,i1,··· ,ik
m,s f

)

(x) = cm,kn,s (−1)m+k
(

|x|2s−n−m−k xi1 · · ·xikxj1 · · ·xjm
)

∗ fj1···jm(x)
11



Proof. It follows from the definition of the averages of χs,mf that

(

cm,kn,s

)−1 (
Ak,i1,··· ,ik
m,s f

)

(x) =

∫

Sn−1

ξi1 · · · ξik(χs,mf)(x, ξ)dSξ

=

∫

Sn−1

∫ ∞

0

ξi1 · · · ξikt2s−1fj1···jm(x+ tξ)ξj1 · · · ξjmdtdSξ

=

∫

Sn−1

∫ ∞

0

ξi1 · · · ξikt2s−nfj1···jm(x+ tξ)ξj1 · · · ξjmtn−1dtdSξ

Simplifying, we obtain

(

cm,kn,s

)−1 (
Ak,i1,··· ,ik
m,s f

)

(x) =

∫

Rn

|y|2s−n−m−kyi1 · · · yikyj1 · · · yjmfj1···jm(x+ y)dy

=

∫

Rn

|z − x|2s−n−m−k(z − x)i1 · · · (z − x)ik(z − x)j1 · · · (z − x)jmfj1···jm(z)dz

= (−1)m+k
(

|x|2s−n−m−k xi1 · · ·xikxj1 · · ·xjm
)

∗ fj1···jm(x). �

Lemma 4.3. For f ∈ S(Rn;Sm(Rn)), the average Ak
m,sf, 0 ≤ k ≤ m is a smooth tempered

distribution. Specifically, for any given δ > 0, Ak
m,sf satisfies the following estimate:

∣

∣∂αx (A
k
m,sf)(x)

∣

∣ ≤ Cα,s,n,m〈x〉
2s+δ,

where Cα,s,n,m is a positive constant, α = (α1 . . . αn) be a multi-index and 〈x〉 = (1 + |x|2)
1

2 .

Proof. Using the convolution theorem, we observe that Ak
m,sf is smooth and ∂αAk

m,sf =

Ak
m,s∂

αf . Noting that fj1...jm ∈ S(Rn) and |(∂αx fj1...jm) (x+ tξ)| ≤ Cα,N〈x + tξ〉−N . Thus,
for any N > 2s, we get

∣

∣∂αx (A
k,i1,··· ,ik
m,s f)(x)

∣

∣ = cm,kn,s

∣

∣

∣

∣

∫

Sn−1

∫ ∞

0

t2s−1ξi1 · · · ξik (∂αx fj1...jm) (x+ tξ)ξj1 . . . ξjmdtdSξ

∣

∣

∣

∣

≤ cm,kn,s

n
∑

j1,··· ,jm=0

∫

Sn−1

∫ ∞

0

t2s−1 |(∂αx fj1...jm) (x+ tξ)| dtdSξ

≤ cm,kn,s n
mCα

∫

Sn−1

∫ ∞

0

t2s−1〈x+ tξ〉−NdtdSξ.

From Peetre’s inequality [36, p. 17, (2.21)], we have

∣

∣∂αx (A
k,i1,··· ,ik
m,s f)(x)

∣

∣ ≤ cm,kn,s 2
NnmCα

∫

Sn−1

∫ ∞

0

t2s−1〈x〉N〈tξ〉−NdtdSξ

= cm,kn,s 2
NnmCα〈x〉

N

∫

Sn−1

∫ ∞

0

t2s−1〈t〉−NdtdSξ

= cm,kn,s 2
NnmCα〈x〉

N

∫

Sn−1

[
∫ 1

0

t2s−1〈t〉−Ndt+

∫ ∞

1

t2s−1〈t〉−Ndt

]

dSξ

≤ cm,kn,s 2
NnmCα〈x〉

N

∫

Sn−1

[∫ 1

0

t2s−1 +

∫ ∞

1

t2s−1t−Ndt

]

dSξ

= cm,kn,s 2
NnmCα〈x〉

N 2π
n
2

Γ(n/2)

[

1

2s
+

1

N − 2s

]

.

This completes the lemma. �

We remark that, the first term in the right-hand side of the tensor field expression in Lemma
4.2 is a function locally integrable over Rn and bounded for |x| > 1. This first term can be
considered as an element of the space S ′(Rn) of tempered distributions. Indeed, the second
term fj1···jm belongs to S(Rn). It is well known from [39] that, for u ∈ S(Rn) and v ∈ S ′(Rn),
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the convolution u ∗ v is defined and belongs to the space of smooth functions whose every
derivative increases at most as a polynomial at infinity. In this case the standard formula is
valid: F (u ∗ v) = Fu ∗ Fv. Thus the averaging operator

Ak
m,s : S(R

n;Sm(Rn)) → C∞(Rn;Sm(Rn))

is a continuous operator. For f ∈ S(Rn;Sm(Rn)), therefore it allows one to apply the usual
definition of Fourier transform on the tensor field Ak

m,sf . See the details in Section 5.

In the following, we study the reconstruction and unique continuation for the tensor field
f ∈ S (Rn;Sm (Rn)) given the vanishing condition on the averages Ak

m,s, 0 ≤ k ≤ m. In [12,
Theorem III], authors have addressed the m = 0 case with c0,0n,s = hn(2s) and obtained following
unique continuation result.

Theorem 4.4. [12, Theorem III] Let n ≥ 2, s ∈
(

0, n
4

)

, s /∈ Z and let f ∈ L
2n

n+4s (Rn). If there
exists a non-empty open set U in Rn such that

f = A0
m,sf = 0 in U, then f = 0 in R

n.

Our goal is to obtain a similar unique continuation result for fractional divergent beam ray
transform of vector fields and symmetric 2-tensor fields. Before proceeding further, we re-
call important results related to the unique continuation principle and the measurable unique
continuation principle for fractional Laplacian operators.

Lemma 4.5. [29, Theorem 2.2](Unique continuation for the fractional Laplacian) Let n ≥ 1
be an integer and α > 0 with α /∈ Z. Let u ∈ Hr (Rn) for some r ∈ R. If

u = (−∆)αu = 0 in some open set in R
n,

then u ≡ 0 in Rn.

Lemma 4.6 (Measurable unique continuation for the fractional Laplacian). Let n ≥ 1 and
Ω ⊂ Rn be an open set. Let q ∈ L∞(Ω), and assume that u ∈ Hs(Rn) with s ∈ [1

4
, 1) satisfies

((−∆)s + q)u = 0 in Ω.

If there exists a measurable set E ⊂ Ω with positive measure such that u = 0 in E, then u ≡ 0
in Rn.

A detailed proof of the above lemma can be found in [7, Proposition 5.1]. However, a more
general result corresponding to the measurable unique continuation principle for fractional
conductivity operator was established by Garcia-Ferrero and Rüland in [6, Theorem 4]. They
proved the following result:

Lemma 4.7 (Measurable UCP for the fractional Conductivity operator). Let γ ∈ R+ \N, and
let u ∈ Dom((−∇ · ã∇)γ) be a solution to

|(−∇ · ã∇)γu(x)| ≤ |q(x)||u(x)| in R
n,

where ã = ãij is a bounded symmetric and strictly positive-definite matrix with the property

that ã ∈ C
2⌊γ⌋,1
loc (Rn,Rn×n

sym ) and ãij(0) = δij with q ∈ L∞(Rn). If there exists a measurable set
E ⊂ Rn with |E| > 0 and density one at x0 = 0 such that u|E = 0, then u ≡ 0 in Rn.

In our case, we only implement the Lemma 4.7 for ã = δij , q = 0, γ = s, and the measurable
UCP holds for all s ∈ R+ \N.

13



4.1. Vector field case. Consider a vector field f = (fj)
n
j=1 ∈ S(Rn;S1(Rn)). The following

theorem provides the reconstruction formula for the vector field f in terms of the associated
averages A0

1,sf and A1
1,sf = (A1,i

1,sf)
n
i=1.

Theorem 4.8. Let s ∈ (0, 1) \
{

1
2

}

and f = (fj)
n
i=1 ∈ S(Rn;S1(Rn)). Then

fi(x) = (−∆)s
[

−2sRiA
0
1,sf(x)−A1,i

1,sf(x)
]

, 1 ≤ i ≤ n.

To prove the above formula, we need to take the Fourier transform of the averages, as repre-
sented in Lemma 4.2:

(4.1)

(

A0
1,sf
)

(x) = −c1,0n,s
(

xj |x|2s−n−1
)

∗ fj(x),
(

A1,i
1,sf
)

(x) = c1,1n,s
(

xixj |x|2s−n−2
)

∗ fj(x), 1 ≤ i ≤ n.

Lemma 4.9. For s ∈ (0, 1) \
{

1
2

}

and y ∈ Rn \ {0}, the Fourier transforms of the averages
A0

1,sf and A1
1,sf are as follows:

F
(

A0
1,sf
)

(y) = |y|−2s
F (Rjfj)(y),

F (A1,i
1,sf)(y) = −|y|−2s

Ffi(y)− 2sF
(

RiA
0
1,sf
)

(y), 1 ≤ i ≤ n.

Proof. We apply the Fourier transform to the expressions given in (4.1). For 1− 2s /∈ 2Z+ ∪ {0},
we have

(4.2)

F
(

A0
1,sf
)

(y) = −ic1,0n,s
22s−1π

n
2 Γ
(

2s−1
2

)

Γ
(

n−2s+1
2

) ∂j |y|
1−2s

Ffj(y)

= −ic1,0n,s
22s−1π

n
2 Γ
(

2s−1
2

)

Γ
(

n−2s+1
2

) (1− 2s)yj|y|
−2s−1

Ffj(y)

= −ic1,0n,s

(

−22sπ
n
2

(

2s−1
2

)

Γ
(

2s−1
2

)

Γ
(

n−2s+1
2

)

)

yj|y|
−2s−1

Ffj(y)

= −ic1,0n,s

(

−22sπ
n
2Γ
(

2s+1
2

)

Γ
(

n−2s+1
2

)

)

yj|y|
−2s−1

Ffj(y).

Substituting the value of c1,0n,s, we obtain

(4.3) F
(

A0
1,sf
)

(y) = −i|y|−2s−1yjFfj(y) = |y|−2s
F (Rjfj)(y).

Next, for 2− 2s /∈ 2Z+ ∪ {0} we have

F (A1,i
1,sf)(y) = −c1,1n,s

22s−2πn/2Γ(s− 1)

Γ(2+n−2s
2

)
∂ij |y|

2−2s
Ffj(y)

= −c1,1n,s
22s−2πn/2Γ(s− 1)

Γ(2+n−2s
2

)
∂ij |y|

2−2s
Ffj(y)

= −c1,1n,s
22s−2πn/2Γ(s− 1)

Γ(2+n−2s
2

)
(2− 2s)

[

δij |y|
−2s − 2syiyj |y|

−2−2s
]

Ffj(y)

= −c1,1n,s

(

−22s−1πn/2Γ(s)

Γ(2+n−2s
2

)

)[

Ffi(y)|y|
−2s − 2s

yi
|y|
yj|y|

−1−2s
Ffj(y)

]

= −c1,1n,s

(

−22s−1πn/2Γ(s)

Γ(2+n−2s
2

)

)

[

|y|−2s
Ffi(y) + 2sF

(

RiA
0
1,sf
)

(y)
]

(using 4.3) .

Substituting the value of c1,1n,s, we obtain

(4.4) F (A1,i
1,sf)(y) = −|y|−2s

Ffi(y)− 2sF
(

RiA
0
1,sf
)

(y).
14



Note that for s ∈ (0, 1), we have 2− 2s, 1− 2s /∈ 2Z+ ∪ {0} =⇒ s /∈
{

1
2
, 1
}

. This completes
the proof. �

Proof of Theorem 4.8. Lemma 4.9 implies

Ffi(y) = |y|2s
[

−2sF
(

RiA
0
1,sf
)

(y)− F
(

A1,i
1,sf
)

(y)
]

, s ∈ (0, 1) \

{

1

2

}

.(4.5)

By taking the inverse Fourier transform, we obtain

(4.6) fi(x) = (−∆)s
[

−2sRiA
0
1,sf(x)−A1,i

1,sf(x)
]

, s ∈ (0, 1) \

{

1

2

}

This completes the proof. �

We now proceed to establish the unique continuation result for the vector field and note that
Lemma 4.5 is crucial in this regard. From (4.3), we have |y|2s+1F

(

A0
1,sf
)

(y) = −iy · Ff(y).
That is precisely we obtain

(4.7) (−∆)s+
1

2A0
1,sf(x) = ∇ · f(x).

In view of (4.4), we have

|y|2sF (A1,i
1,sf)(y) = −Ffi(y) + 2s|y|2sF

(

RiA
0
1,sf
)

(y),

which is precisely

(4.8) (−∆)sA1,i
1,sf(x) = −fi(x) + 2s(−∆)sRiA

0
1,sf(x).

Theorem 4.10 (Unique continuation for vector fields). Let n ≥ 2 be an integer, and let
s ∈ (0, 1)\

{

1
2

}

, and f = (fj)
n
j=1 ∈ S(Rn;S1(Rn)). If there exists a non-empty open set U ⊂ Rn

such that

f = A0
1,sf = A1

1,sf = 0 in U, then f = 0 in R
n.

Proof. We first apply Lemma 4.5 to A0
1,sf. In light of (4.7), we have

A0
1,sf(x) = (−∆)s+

1

2A0
1,sf(x) = 0 in U.

For s+ 1
2
/∈ Z, Lemma 4.5 (with u = A0

1,sf and α = s+ 1
2
) suggests that

(4.9) A0
1,sf ≡ 0 in R

n.

Substituting (4.9) in (4.8), we obtain (−∆)sA1,i
1,sf(x) = −fi(x). Using Lemma 4.5 (with u =

A1,i
1,sf and s = α) for s /∈ Z, we have

A1,i
1,sf = (−∆)sA1,i

1,sf = 0 in U

which impliesA1,i
1,sf = 0 in Rn. In summary, we haveA0

1,sf = A1,i
1,sf = 0 in Rn for s ∈ (0, 1)\

{

1
2

}

.
This fact, along with (4.6), it follows that f ≡ 0 in Rn. �

Theorem 4.11 (Measurable unique continuation principle for vector fields). Let n ≥ 2 be an
integer and s ∈ (0, 1) \ {1

2
} and let f = (fj)

n
j=1 ∈ S(Rn;S1(Rn)). Also, assume that U ⊂ R

n be
any non-empty open set. If f |U = 0 and there exists a positive measure set E ⊂ U such that
A0

1,sf = A1
1,sf = 0 in E, then f ≡ 0 in Rn.

Proof. Since f = 0 in U , it follows from (4.7) that (−∆)s+
1

2A0
1,sf = 0 in U. By the measurable

UCP, Lemma 4.7, we haveA0
1,sf = 0 in Rn. Thus the equation (4.8) reduces to (−∆)sA1,i

1,sf(x) =

−fi(x) for all x ∈ Rn. Since fi|U = 0, we infer that (−∆)sA1,i
1,sf(x) = 0 for all x ∈ U . Note

that A1,i
1,sf(x) = 0 in E. Applying the measurable UCP, Lemma 4.7, we obtain A1,i

1,sf(x) = 0 in
Rn. Finally, it follows from the equation (4.8) that f ≡ 0 in Rn. �
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4.2. Symmetric 2-tensor fields. Consider a symmetric 2-tensor field f ∈ S(Rn;S2(Rn)).
Using Lemma 4.2, the convolution form of the associated averages are given as follows: for
1 ≤ i1, i2 ≤ n,

(4.10)

(

A0
2,sf
)

(x) = c2,0n,s
(

|x|2s−n−2xj1xj2
)

∗ fj1j2(x).
(

A1,i1
2,s f

)

(x) = −c2,1n,s
(

|x|2s−n−3xi1xj1xj2
)

∗ fj1j2(x).
(

A2,i1,i2
2,s f

)

(x) = c2,2n,s
(

|x|2s−n−4xi1xi2xj1xj2
)

∗ fj1j2(x).

To obtain a reconstruction formula for the symmetric 2-tensor field f , we first apply the Fourier
transform to the averages given in (4.10).

Lemma 4.12. For s ∈ (0, 1) \
{

1
2

}

and y ∈ Rn \ {0}, the Fourier transforms of the averages
A0

2,sf , A
1
2,sf and A2

2,sf are as follows:

F
(

A0
2,sf
)

(y) = −|y|−2s [Ffj1j1(y) + 2sF (Rj1Rj2fj1j2)(y)] .

F
(

A1,i1
2,s f

)

(y) = −F
(

Ri1A
0
2,sf
)

(y) + |y|−2s [2F (Rj1fj1i1)(y) + F (Ri1Rj1Rj2fj1j2)(y)] .

F
(

A2,i1i2
2,s f

)

(y) = −2|y|−2s
Ffi1i2(y) + δi1i2F

(

A0
2,sf
)

(y)−2sF
(

Ri1Ri2A
0
2,sf
)

(y)

− 2s
(

F
(

Ri1A
1,i2
2,s f

)

(y) + F
(

Ri2A
1,i1
2,s f

)

(y)
)

.

Proof. We apply the Fourier transform to the expression given in (4.10).

(i) For 2− 2s /∈ 2Z+ ∪ {0}:

F
(

A0
2,sf
)

(y) = −c2,0n,s
22s−2πn/2Γ(s− 1)

Γ
(

n+2−2s
2

) ∂j1j2|y|
2−2s

Ffj1j2(y)

= −c2,0n,s

(

22s−2πn/2Γ(s− 1)

Γ
(

n+2−2s
2

)

)

(2− 2s)|y|−2s

[

δj1j2 + (−2s)
yj1yj2
|y|2

]

Ffj1j2(y)

= −c2,0n,s

(

−22s−1πn/2Γ(s)

Γ
(

n+2−2s
2

)

)

|y|−2s

[

Ffj1j1(y) + (−2s)
yj1yj2
|y|2

Ffj1j2(y)

]

= −c2,0n,s

(

−22s−1πn/2Γ(s)

Γ
(

n+2−2s
2

)

)

|y|−2s [Ffj1j1(y) + 2sF (Rj1Rj2fj1j2)(y)] .

Substituting the value of c2,0n,s, we obtain

F
(

A0
2,sf
)

(y) = −|y|−2s [Ffj1j1(y) + 2sF (Rj1Rj2fj1j2)(y)] .
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(ii) For 3− 2s /∈ 2Z+ ∪ {0}:

F
(

A1,i1
2,s f

)

(y) = ic2,1n,s
22s−3πn/2Γ

(

2s−3
2

)

Γ
(

n+3−2s
2

) ∂i1j1j2|y|
3−2s

Ffj1j2(y)

= ic2,1n,s
22s−3πn/2Γ

(

2s−3
2

)

Γ
(

n+3−2s
2

) (3− 2s)(1− 2s)|y|−1−2s

×
[

yi1δj1j2 + yj1δi1j2 + yj2δi1j1 + (−1 − 2s)yi1yj1yj2|y|
−2
]

Ffj1j2(y)

= −ic2,1n,s

(

−22s−1πn/2Γ
(

2s+1
2

)

Γ
(

n+3−2s
2

)

)

|y|−2s

[

yi1
|y|

Ffj1j1(y)

+
yj1
|y|

Ffj1i1(y) +
yj2
|y|

Ffi1j2(y)− (1 + 2s)
yi1yj1yj2
|y|3

Ffj1j2(y)

]

= c2,1n,s

(

−22s−1πn/2Γ
(

2s+1
2

)

Γ
(

n+3−2s
2

)

)

|y|−2s
[

F (Ri1fj1j1)(y)

+ F (Rj1fj1i1)(y) + F (Rj2fi1j2)(y) + (1 + 2s)F (Ri1Rj1Rj2fj1j2)(y)
]

.

Substituting the value of c2,1n,s, we obtain

F
(

A1,i1
2,s f

)

(y)

= |y|−2s [F (Ri1fj1j1)(y) + 2F (Rj1fj1i1)(y) + (1 + 2s)F (Ri1Rj1Rj2fj1j2)(y)]

= −F
(

Ri1A
0
2,sf
)

(y) + |y|−2s [2F (Rj1fj1i1)(y) + F (Ri1Rj1Rj2fj1j2)(y)] .

(iii) For 4− 2s /∈ 2Z+ ∪ {0}:

F
(

A2,i1i2
2,s f

)

(y) = c2,2n,s
22s−4πn/2Γ

(

2s−4
2

)

Γ
(

n+4−2s
2

) ∂i1i2j1j2|y|
4−2s

Ffj1j2(y).

Note that

∂i1i2j1j2|y|
4−2s

Ffj1j2(y)

= (4− 2s)(2− 2s)|y|−2s

[

δj1j2δi1i2 + δj1i2δi1j2 + δi1j1δi2j2

+ (−2s) (δj1j2yi1yi2 + δj1i2yi1yj2 + δi1j1yi2yj2 + yj1yj2δi1i2 + yj1yi2δi1j2 + yi1yj1δi2j2)
1

|y|2

+ (−2s)(−2s− 2)
yi1yi2yj1yj2

|y|4

]

Ffj1j2(y)

= (4− 2s)(2− 2s)|y|−2s

[

δi1i2Ffj1j1 + Ffi2i1 + Ffi1i2

+ (−2s) (yi1yi2Ffj1j1 + yi1yj2Ffi2j2 + yi2yj2Ffi1j2 + yj1yi2Ffj1i1 + yi1yj1Ffj1i2)
1

|y|2

+ (−2s)yj1yj2δi1i2(Ffj1j2)
1

|y|2
+ (−2s)(−2s− 2)

yi1yi2yj1yj2
|y|4

Ffj1j2

]

.
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Simplifying further, we have

∂i1i2j1j2|y|
4−2s

Ffj1j2(y)

= (4− 2s)(2− 2s)|y|−2s

[

δi1i2 (Ffj1j1 + 2sF (Rj1Rj2fj1j2)) + 2Ffi1i2

+ 2s (F (Ri1Ri2fj1j1) + F (Ri1Rj2fi2j2) + F (Ri2Rj2fi1j2) + F (Rj1Ri2fj1i1))

+ 2sF (Ri1Rj1fj1i2) + 2s(2 + 2s)F (Ri1Ri2Rj1Rj2fj1j2)

]

.

Hence, we have

F
(

A2,i1i2
2,s f

)

(y) = c2,2n,s
22s−4πn/2Γ

(

2s−4
2

)

Γ
(

n+4−2s
2

) ∂i1i2j1j2|y|
4−2s

Ffj1j2(y)

= c2,2n,s
22s−4πn/2Γ

(

2s−4
2

)

Γ
(

n+4−2s
2

) (4− 2s)(2− 2s)|y|−2s

[

δi1i2 (Ffj1j1 + 2sF (Rj1Rj2fj1j2)) + 2Ffi1i2

+ 2s (F (Ri1Ri2fj1j1) + F (Ri1Rj2fi2j2) + F (Ri2Rj2fi1j2) + F (Rj1Ri2fj1i1))

+ 2sF (Ri1Rj1fj1i2) + 2s(2 + 2s)F (Ri1Ri2Rj1Rj2fj1j2)

]

= −c2,2n,s

(

−22s−2πn/2Γ (s)

Γ
(

n+4−2s
2

)

)

|y|−2s

[

δi1i2 (Ffj1j1 + 2sF (Rj1Rj2fj1j2)) + 2Ffi1i2

+ 2s (F (Ri1Ri2fj1j1) + 2sF (Ri1Ri2Rj1Rj2fj1j2))

+ 4s (F (Ri1Rj2fi2j2) + F (Ri2Rj2fi1j2) + F (Ri1Ri2Rj1Rj2fj1j2))

]

which we simplify further to obtain

F
(

A2,i1i2
2,s f

)

(y)

= −2|y|−2s
Ffi1i2 + δi1i2F

(

A0
2,sf
)

(y) + 2sF
(

Ri1Ri2A
0
2,sf
)

(y)

− 4s|y|−2s

[

(F (Ri1Rj2fi2j2) + F (Ri2Rj2fi1j2) + F (Ri1Ri2Rj1Rj2fj1j2))

]

= −2|y|−2s
Ffi1i2(y) + δi1i2F

(

A0
2,sf
)

(y) + 2sF
(

Ri1Ri2A
0
2,sf
)

(y)

− 2s
(

2F
(

Ri1Ri2A
0
2,sf
)

(y) + F
(

Ri1A
1,i2
2,s f

)

(y) + F
(

Ri2A
1,i1
2,s f

)

(y)
)

= −2|y|−2s
Ffi1i2(y) + δi1i2F

(

A0
2,sf
)

(y)− 2sF
(

Ri1Ri2A
0
2,sf
)

(y)

− 2s
(

F
(

Ri1A
1,i2
2,s f

)

(y) + F
(

Ri2A
1,i1
2,s f

)

(y)
)

.

Note that for s ∈ (0, 1), we have 2−2s, 3−2s, 4−2s /∈ 2Z+∪{0} which implies s /∈
{

1
2
, 1, 3

2
, 2
}

.
This completes the proof. �

Theorem 4.13. For s ∈ (0, 1) \
{

1
2

}

, the reconstruction formula for the symmetric 2-tensor
field f in terms of the above averages is given by

(4.11)

fi1i2(x) =
1

2
(−∆)s

[

δi1i2
(

A0
2,sf
)

(x)−2s
(

Ri1Ri2A
0
2,sf
)

(x)−
(

A2,i1i2
2,s f

)

(x)

− 2s
((

Ri1A
1,i2
2,s f

)

(x) +
(

Ri2A
1,i1
2,s f

)

(x)
)

]

.
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Proof. From the expression for F
(

A2,i1i2
2,s f

)

we have

Ffi1i2(y) =
|y|2s

2

[

δi1i2F
(

A0
2,sf
)

(y)−2sF
(

Ri1Ri2A
0
2,sf
)

(y)− F
(

A2,i1i2
2,s f

)

(y)

− 2s
(

F
(

Ri1A
1,i2
2,s f

)

(y) + F
(

Ri2A
1,i1
2,s f

)

(y)
)

]

.

Applying the inverse Fourier transform to the above identity yields (4.11). �

Note that, from Lemma 4.12,

F
(

A0
2,sf
)

(y) = |y|−2s−2
[

|y|2Ffj1j1(y) + (−2s)yj1yj2Ffj1j2(y)
]

F
(

A1,i1
2,s f

)

(y) = |y|−2s−3
[

yi1|y|
2
Ffj1j1(y) + yj1|y|

2
Ffj1i1(y)

+ yj2|y|
2
Ffi1j2(y)− (1 + 2s)yi1yj1yj2Ffj1j2(y)

]

.

This implies

(4.12)

|y|2s+2
F
(

A0
2,sf
)

(y) = |y|2Ffj1j1(y) + (−2s)yj1yj2Ffj1j2(y)

|y|2s+3
F
(

A1,i1
2,s f

)

(y) = yi1 |y|
2
Ffj1j1(y) + yj1|y|

2
Ffj1i1(y) + yj2|y|

2
Ffi1j2(y)

− (1 + 2s)yi1yj1yj2Ffj1j2(y)











which is precisely

(4.13)

(−∆)s+1
(

A0
2,sf
)

(x) = −∆fj1j1(x) + 2s∂xj1∂xj2fj1j2(x)

(−∆)s+
3

2

(

A1,i1
2,s f

)

(x) = i∂xi1 (−∆)fj1j1(x) + i∂xj1 (−∆)fj1i1(x) + i∂xj2 (−∆)fi1j2(x)

+ i(1 + 2s)∂xi1∂xj1∂xj2fj1j2(x).











Theorem 4.14 (Unique continuation for 2-tensor fields). Let n ≥ 2 be an integer and s ∈
(0, 1) \

{

1
2

}

and let f ∈ S(Rn;S2(Rn)). If there exists a non-empty open set U ⊂ Rn such that

f = A0
2,sf = A1

2,sf = A2
2,sf = 0 in U, then f = 0 in R

n.

Proof. We use (4.13) and obtain

A0
2,sf = (−∆)s+1A0

2,sf = 0

A1,i1
2,s f = (−∆)s+

3

2A1,i1
2,s f = 0

}

in U.

Now for s+ 1, s+ 3
2
/∈ Z, Lemma 4.5 suggests that

(4.14) A0
2,sf = A1,i1

2,s f = 0 in R
n.

Substituting (4.14) in (4.11), we have (−∆)sA2,i1,i2
2,s f = 2fi1,i2 and A2,i1,i2

2,s f = (−∆)sA2,i1,i2
2,s f = 0

in U . Again using Lemma 4.5, we see that for s /∈ Z, A2,i1,i2
2,s f = 0 in R

n. This implies that
fi1i2 = 0 in Rn. �

Theorem 4.15 (Measurable unique continuation principle for 2-tensor fields). Let n ≥ 2 be
an integer and s ∈ (0, 1) \ {1

2
} and let f ∈ S(Rn;S2(Rn)). Also, assume that U ⊂ Rn be

any non-empty open set. If f |U = 0 and there exists a positive measure set E ⊂ U such that
A0

2,sf = A1
2,sf = A2

2,sf = 0 in E. Then f ≡ 0 in Rn.

Proof. Since f |U = 0, it follows from (4.13) that (−∆)s+1A0
2,sf = 0 and (−∆)s+

3

2A1,i1
2,s f = 0 in

U . By the measurable UCP, Lemma 4.7, we obtain

(4.15) A0
2,sf = A1,i1

2,s f = 0 in R
n.
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Substituting (4.15) in (4.11), we see that (−∆)sA2,i1,i2
2,s f = 2fi1,i2 in R

n. Since f |U = 0 and
A2

2,sf = 0 in E, it follows from the measurable UCP, Lemma 4.7 that A2
2,sf = 0 in Rn. Hence,

the equation (4.11) implies f ≡ 0 in Rn. �

5. Stability and forward estimates for fractional divergent beam ray
transform

In this section, we derive a stability estimate for the fractional divergence beam momentum
ray transform for vector fields and 2-tensor fields. First, we derive a stability estimate for
the averaging operators, and then we deduce a related estimate for fractional divergence beam
momentum ray transform. Additionally, we establish a continuity estimate for the related
transform. The basic idea of the proof relies on explicit reconstruction formula derived in
Section 4 and the boundedness properties of the Riesz potential, Riesz transforms and fractional
Laplace operators. We will frequently use the following formula. For α > 0,

(5.1) |y|αFφ = F
(

(−∆)α/2φ
)

holds for all φ ∈ S ′(Rn).

5.1. Stability and forward estimate: vector field case. We start with the forward esti-
mates. In particular, we first restrict our attention to derive boundedness estimates for averag-
ing operators for Schwartz class vector fields. Then we extend the boundedness estimate result
for the Sobolev class vector fields using the density argument. These boundedness estimates
are essential to deduce the stability estimates for the corresponding averaging operators.

Theorem 5.1 (Boundedness estimate for averaging operators). Let n ≥ 2 be an integer and
s ∈ (0, 1) \

{

1
2

}

. Assume that f ∈ S(Rn;S1(Rn)). Then exists a constant C > 0 such that

(5.2) ‖A0
1,sf‖Ht+2s,p(Rn;S1(Rn)) ≤ C‖f‖Ht,p(Rn;S1(Rn))

and

‖A1
1,sf‖Ht+2s,p(Rn;S1(Rn)) ≤ C‖f‖Ht,p(Rn;S1(Rn)),

where 1 < p <∞ and t ≥ 0.

Proof. In view of Lemma 4.9, we have

(A0
1,sf)(x) = (2π)−n

∫

Rn

ei〈x,ξ〉F (A0
1,sf)(ξ)dξ

= (2π)−n
∫

Rn

ei〈x,ξ〉|ξ|−2s
F (Rjfj)(ξ)dξ = (Tσs(Rjfj))(x),

where σs(ξ) = |ξ|−2s. Applying Theorem 2.8 and Theorem 2.2, we obtain

‖A0
1,sf‖Ht+2s,p(Rn;S1(Rn)) = ‖Tσs(Rjfj)‖Ht+2s,p(Rn) ≤ C‖Rjfj‖Ht,p(Rn)

≤ C‖fj‖Ht,p(Rn) ≤ C‖f‖Ht,p(Rn;S1(Rn)).(5.3)

Similarly, using the Fourier inversion formula and applying Lemma 4.9, we have

(A1,i
1,sf)(x) = (2π)−n

∫

Rn

ei〈x,ξ〉F (A1,i
1,sf)(ξ)dξ

= (2π)−n
∫

Rn

ei〈x,ξ〉
[

−|ξ|−2s
Ffi(ξ)− 2sF

(

RiA
0
1,sf
)

(ξ)
]

dξ

= −Tσs(fi)(x)− 2sT0
(

RiA
0
1,sf
)

(x),
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where σs(ξ) = |ξ|−2s. Here Tσs is an elliptic pseudodifferential operator of order −2s and T0 is
also an elliptic pseudodifferential operator of order 0. By Theorem 2.8, Theorem 2.2 and (5.3),
we have

‖A1,i
1,sf‖Ht+2s,p(Rn) ≤ ‖Tσs(fi)‖Ht+2s,p(Rn) + 2s‖T0

(

RiA
0
1,sf
)

‖Ht+2s,p(Rn)

≤ C‖fi‖Ht,p(Rn) + 2sC‖RiA
0
1,sf‖Ht+2s,p(Rn)

≤ C‖fi‖Ht,p(Rn) + 2sC‖A0
1,sf‖Ht+2s,p(Rn)

≤ C(1 + 2s)‖f‖Ht,p(Rn;S1(Rn)),

for all t > −2s, 1 < p <∞ and s ∈ (0, 1) \ {1
2
}. In other words, we have

‖A1
1,sf‖Ht+2s,p(Rn;S1(Rn)) ≤

n
∑

i=1

‖A1,i
1,sf‖Ht+2s,p(Rn) ≤ C(s, n)‖f‖Ht,p(Rn;S1(Rn)),

for all t > −2s, 1 < p <∞ and s ∈ (0, 1) \ {1
2
}. Hence the proof follows.

�

We now define averaging operator for f ∈ H t,p (Rn;S1 (Rn)). Since S(Rn;S1) is dense in
H t,p(Rn;S1(Rn)), for any given f ∈ H t,p(Rn;S1(Rn)) there exists a sequence {fk} ∈ S(Rn;S1)
such that fk converges to f in H t,p(Rn;S1(Rn)) topology. By Theorem 5.1,

‖A0
1,sfk −A0

1,sfl‖Ht+2s,p(Rn;S1(Rn)) ≤ C‖fk − fl‖Ht,p(Rn;S1(Rn))

which implies the sequence {A0
1,sfk} (k = 1, 2, · · · ) is a Cauchy sequence in H t,p(Rn;S1(Rn)).

Since the Sobolev space H t+2s,p(Rn;S1(Rn)) is complete, the Cauchy sequence converges to
some g ∈ H t+2s,p(Rn;S1(Rn)).

For f ∈ H t,p(Rn;S1(Rn)), we now define A0
1,sf := g. Now, we claim that, the above definition

of averaging operator on Sobolev spaces is well-defined. Indeed, if f1, f2 ∈ H t,p(Rn;S1(Rn))
such that f1 = f2 almost everywhere, then we show that A0

1,sf1 = A0
1,sf2 almost everywhere.

To see this, we have, for given f1 ∈ H t,p(Rn;S1(Rn)), there exists {fk1} ∈ S(Rn;S1) such
that fk1 → f1 in H t,p(Rn;S1(Rn)) topology. Hence {A0

1,sfk1} is Cauchy by Theorem 5.1 and

there exists g1 such that A0
1,sfk1 → g1 in H t+2s,p(Rn;S1(Rn)) norm. We define A0

1,sf1 := g1.
Similarly, given f2 ∈ H t,p(Rn;S1(Rn)), there exists {fk2} ∈ S(Rn;S1) such that fk2 → f2 in
H t,p(Rn;S1(Rn)) norm and eventually by the boundedness theorem 5.1, {A0

1,sfk2} is Cauchy.
Hence it converges to some g2 and we define A0

1,sf2 := g2. In view of Theorem 5.1, for every
ǫ > 0, there exists a natural number N , such that

‖g2 − g1‖Ht+2s,p(Rn;S1(Rn))

= ‖A0
1,sf2 −A0

1,sf1‖Ht+2s,p(Rn;S1(Rn))

≤ ‖A0
1,sf2 −A0

1,sfk2‖Ht+2s,p(Rn;S1(Rn)) + ‖A0
1,sfk2 −A0

1,sfk1‖Ht+2s,p(Rn;S1(Rn))

+ ‖A0
1,sfk1 −A0

1,sf1‖Ht+2s,p(Rn;S1(Rn))

< ǫ+ C‖fk2 − fk1‖Ht,p(Rn;S1(Rn))

< ǫ+ C‖fk2 − f2‖Ht,p(Rn;S1(Rn)) + C‖f1 − fk1‖Ht,p(Rn;S1(Rn))

< ǫ.

Since, ǫ > 0 is arbitrary, we conclude that g1 = g2 a.e. Therefore, the operator A0
1,s :

H t,p(Rn;S1(Rn)) → H t+2s,p(Rn;S1(Rn)) defined by A0
1,sf := g = limk→∞A0

1,sfk is well de-
fined.

Theorem 5.2 (Boundedness estimate for averaging operators on Lp based Sobolev spaces).
Let n ≥ 2 be an integer and s ∈ (0, 1) \

{

1
2

}

. Assume that f ∈ H t,p(Rn;S1(Rn)). Then there
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exists a constant C > 0 such that

‖A0
1,sf‖Ht+2s,p(Rn;S1(Rn)) ≤ C‖f‖Ht,p(Rn;S1(Rn))

and

‖A1
1,sf‖Ht+2s,p(Rn;S1(Rn)) ≤ C‖f‖Ht,p(Rn;S1(Rn)),

where 1 < p <∞ and t ≥ 0. Moreover, the operator norm ‖Ak
1,s‖Ht,p→Ht+2s,p ≤ C, where C > 0

is constant, k = 0, 1 and the operator norm is defined as

‖Ak
1,s‖Ht,p→Ht+2s,p := sup

f∈Ht,p(Rn;S1(Rn)), f 6=0

‖Ak
1,sf‖Ht+2s,p(Rn;S1(Rn))

‖f‖Ht,p(Rn;S1(Rn))

.

Proof. For every ǫ > 0, there exists a natural number N such that

‖A0
1,sf‖Ht+2s,p(Rn;S1(Rn)) ≤ ‖A0

1,sf −A0
1,sfk‖Ht+2s,p(Rn;S1(Rn)) + ‖A0

1,sfk‖Ht+2s,p(Rn;S1(Rn))

≤ ǫ+ C‖fk‖Ht,p(Rn;S1(Rn))

≤ ǫ+ C‖fk − f‖Ht,p(Rn;S1(Rn)) + ‖f‖Ht,p(Rn;S1(Rn))

≤ ǫ+ C‖f‖Ht,p(Rn;S1(Rn))

holds for all f ∈ H t,p(Rn;S1(Rn)) and k ≥ N . Since ǫ > 0 is arbitrary small, we have

‖A0
1,sf‖Ht+2s,p(Rn;S1(Rn)) ≤ C‖f‖Ht,p(Rn;S1(Rn)).

The same reasoning applies to the case for the averaging operator A1
1,s to obtain the bounded-

ness estimates on the Sobolev class vector fields. �

Theorem 5.3 (Lp−Lq Boundedness estimate for averaging operators). Let n ≥ 2 be an integer
and s ∈ (0, 1) \

{

1
2

}

. Assume that f ∈ S(Rn;S1(Rn)). Then exists a constant C > 0 such that

(5.4) ‖A0
1,sf‖Lq(Rn;S1(Rn)) ≤ C‖f‖Lp(Rn;S1(Rn))

and

‖A1
1,sf‖Lq(Rn;S1(Rn)) ≤ C‖f‖Lp(Rn;S1(Rn)),

where p and q satisfy 1
q
= 1

p
− 2s

n
.

Proof. Let f = (fj)
n
j=1 ∈ S(Rn). In view of Lemma 4.9, we have

(5.5) F
(

A0
1,sf
)

(y) = |y|−2s
F (Rjfj)(y),

holds for all s ∈ (0, 1)\
{

1
2

}

and y ∈ Rn\{0}. Since fj ∈ S(Rn), it is immediate that fj ∈ Lp(Rn)
and the fact that the Riesz transform Rj : L

p(Rn) → Lp(Rn), 1 < p < ∞ is bounded ensures
thatRjfj ∈ Lp(Rn) and hence Rjfj is a tempered distribution. Therefore the Fourier transform
ofRjfj is well-defined and the above identity makes sense. Taking the inverse Fourier transform
and using (2.11), the identity (5.5) becomes

A0
1,sf = F

−1(|y|−2s
F (Rjfj)) = (−∆)−s (Rjfj) = I2s (Rjfj) .

Boundedness properties of Riesz potential operator, see (2.10), and the fact that the Riesz
transform Rj : L

p(Rn) → Lp(Rn), 1 < p <∞ is bounded, we obtain

‖A0
1,sf‖Lq(Rn;S1(Rn)) ≤

n
∑

j=1

‖I2s(Rjfj)‖Lq(Rn)

≤ C

n
∑

j=1

‖Rjfj‖Lp(Rn) ≤ C

n
∑

j=1

‖fj‖Lp(Rn) = C‖f‖Lp(Rn;S1(Rn)),

where p and q satisfy 1
q
= 1

p
− 2s

n
.
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To prove an estimate for the other averaging operator, we recall from Lemma 4.9, that

F (A1,i
1,sf)(y) = −|y|−2s

Ffi(y)− 2sF
(

RiA
0
1,sf
)

(y), 1 ≤ i ≤ n.

After performing inverse Fourier transform on the above identity, we get

A1,i
1,sf = −I2s(fi)− 2sRiA

0
1,sf.

Finally, boundedness properties of Riesz potential and Riesz transform operator ensure the
following estimate

‖A1,i
1,sf‖Lq(Rn) ≤ ‖I2sfi‖Lq(Rn) + 2s‖RiA

0
1,sf‖Lq(Rn)

≤ C‖fi‖Lp(Rn) + C‖A0
1,sf‖Lq(Rn)

≤ C‖fi‖Lp(Rn)

where p and q satisfy 1
q
= 1

p
− 2s

n
. The last inequality in the above estimate follows from (5.4),

which completes the proof. �

Theorem 5.4 (Boundedness estimate for averaging operators on Lp−Lq based Sobolev spaces).
Let n ≥ 2 be an integer and s ∈ (0, 1) \

{

1
2

}

. Assume that f ∈ H t,p(Rn;S1(Rn)). Then there
exists a constant C > 0 such that

(5.6) ‖A0
1,sf‖Ht,q(Rn;S1(Rn)) ≤ C‖f‖Ht,p(Rn;S1(Rn)), ‖A1

1,sf‖Ht,q(Rn;S1(Rn)) ≤ C‖f‖Ht,p(Rn;S1(Rn))

where p and q satisfy 1
q
= 1

p
− 2s

n
and t ≥ 0.

Proof. If f ∈ S(Rn;S1(Rn)), then ∂αf ∈ S(Rn;S1(Rn)) for all multi-indices α ∈ Nn and
Ak

1,sf ∈ S ′(Rn;S1(Rn)) for k = 0, 1. By the convolution theorem, we have ∂α
(

Ak
1,sf
)

=

Ak
1,s (∂

αf). Therefore, by Theorem 5.3, we obtain

‖Ak
1,sf‖W l,q(Rn;S1(Rn)) =

∑

|α|≤l

‖∂α
(

Ak
1,sf
)

‖Lq(Rn;S1(Rn)) =
∑

|α|≤l

‖Ak
1,s (∂

αf) ‖Lq(Rn;S1(Rn))

≤ C
∑

|α|≤l

‖∂αf‖Lp(Rn;S1(Rn)) = C‖f‖W l,p(Rn;S1(Rn))

holds for all l ∈ N ∪ {0} and 1
q
= 1

p
− 2s

n
. Since S(Rn;S1(Rn)) is dense in W l,q(Rn;S1(Rn)),

the averaging operator Ak
1,s can be extended as a linear operator Ak

1,s : W l,p(Rn;S1(Rn)) →

W l,q(Rn;S1(Rn)) which is bounded. By the interpolation theorem, see Theorem 2.1, the oper-
ator Ak

1,s : H
t,p(Rn;S1(Rn)) → H t,q(Rn;S1(Rn)) is bounded, where p and q satisfy 1

q
= 1

p
− 2s

n

and t ≥ 0 for k = 0, 1. �

Next, we prove the corresponding stability estimates.

Theorem 5.5 (Stability for averaging operators). Let n ≥ 2 be an integer and s ∈ (0, 1)\
{

1
2

}

.
Assume that f ∈ S(Rn;S1(Rn)). Then there exists a constant C > 0 such that

‖f‖Ht,p(Rn;S1(Rn)) ≤ C
[

‖A1
1,sf‖Ht+2s,p(Rn;S1(Rn)) + 2s‖A0

1,sf‖Ht+2s,p(Rn;S1(Rn))

]

,

holds for all 1 < p <∞ and t > −2s.

Proof. Recall from (4.5) that

Ffi(y) = |y|2s
[

−2sF
(

RiA
0
1,sf
)

(y)− F
(

A1,i
1,sf
)

(y)
]

, s ∈ (0, 1) \

{

1

2

}

(5.7)
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where f = (f1, · · ·fn). Combining (5.7) with Minkowski inequality, we have

‖f‖Ht,p(Rn;S1(Rn)) =
n
∑

i=1

‖fi‖Ht,p(Rn)

=

n
∑

i=1

‖J−tfi‖Lp(Rn) =

n
∑

i=1

‖F−1[(1 + |ξ|2)
t
2 Ffi]‖Lp(Rn)

≤

n
∑

i=1

[2s‖F−1[(1 + |ξ|2)
t
2 |ξ|2sF

(

RiA
0
1,sf
)

]‖Lp(Rn) + ‖F−1[(1 + |ξ|2)
t
2 |ξ|2sF

(

A1,i
1,sf
)

]‖Lp(Rn)].

Taking α = 2s, φ = A1,i
1,sf in the identity (5.1) and boundedness properties of the fractional

Laplace operator (see (2.12)), we get

‖F−1[(1 + |ξ|2)
t
2 |ξ|2sF

(

A1,i
1,sf
)

]‖Lp(Rn) = ‖J−t((−∆)s
(

A1,i
1,sf
)

)‖Lp(Rn)

= ‖(−∆)s
(

A1,i
1,sf
)

‖Ht,p(Rn) ≤ C‖A1,i
1,sf‖Ht+2s,p(Rn) ≤ C‖A1

1,sf‖Ht+2s,p(Rn;S1(Rn)).

Similarly, taking α = 2s, φ = RiA
0
1,sf in the identity (5.1) together with Theorem 2.6 and

Theorem 2.2, we get

‖F−1[(1 + |ξ|2)
t
2 |ξ|2sF

(

RiA
0
1,sf
)

]‖Lp(Rn) = ‖J−t((−∆)s
(

RiA
0
1,sf
)

)‖Lp(Rn)

= ‖(−∆)s
(

RiA
0
1,sf
)

‖Ht,p(Rn) ≤ C‖RiA
0
1,sf‖Ht+2s,p(Rn) ≤ C‖A0

1,sf‖Ht+2s,p(Rn;S1(Rn))

holds for all 1 < p <∞, s ∈ (0, 1) \
{

1
2

}

and t > −2s. Combining all the above estimates, the
proof follows. �

Theorem 5.6 (Stability for averaging operators for Sobolev class vector fields). Let n ≥ 2
be an integer and s ∈ (0, 1) \

{

1
2

}

. Assume that f ∈ H t,p(Rn;S1(Rn)). Then there exists a
constant C > 0 such that

‖f‖Ht,p(Rn;S1(Rn)) ≤ C
[

‖A1
1,sf‖Ht+2s,p(Rn;S1(Rn)) + 2s‖A0

1,sf‖Ht+2s,p(Rn;S1(Rn))

]

,

holds for all 1 < p <∞ and t > −2s.

Proof. Since S(Rn;S1) is dense in H t,p(Rn;S1(Rn)), for any given f ∈ H t,p(Rn;S1(Rn)) there
exists a sequence {fk} ∈ S(Rn;S1) such that fk converges to f in H t,p(Rn;S1(Rn)) topology.
In other words, for ǫ > 0, there exists a natural number N such that ‖fk − f‖Ht,p(Rn;S1(Rn)) < ǫ
for all k ≥ N . Applying Minkowski inequality and Theorem 5.5, we have

‖f‖Ht,p(Rn;S1(Rn)) ≤ ‖f − fk‖Ht,p(Rn;S1(Rn)) + ‖fk‖Ht,p(Rn;S1(Rn))

≤ ǫ+ C
[

‖A1
1,sfk‖Ht+2s,p(Rn;S1(Rn)) + ‖A0

1,sfk‖Ht+2s,p(Rn;S1(Rn))

]

≤ ǫ+ C[‖A1
1,sfk −A1

1,sf‖Ht+2s,p(Rn;S1(Rn)) + ‖A1
1,sf‖Ht+2s,p(Rn;S1(Rn))

+ ‖A0
1,sfk −A0

1,sf‖Ht+2s,p(Rn;S1(Rn)) + ‖A0
1,sf‖Ht+2s,p(Rn;S1(Rn))].

Note that the operator norm ‖Ak
1,s‖Ht,p→Ht+2s,p ≤ C, see Theorem 5.2, where C > 0 is constant

and k = 0, 1, we have

‖Ak
1,sfk −Ak

1,sf‖Ht+2s,p(Rn;S1(Rn)) ≤ ‖Ak
1,s‖Ht,p→Ht+2s,p‖f − fk‖Ht,p(Rn;S1(Rn))

≤ Cǫ, ∀ k ≥ N, k = 0, 1.

Combining all the above estimates, we obtain the required result. �

Theorem 5.7. Let n ≥ 2 be an integer and s ∈ (0, 1) \
{

1
2

}

. Assume f ∈ S(Rn;Sm(Rn)) such
that

∫

Rn

|F−1
[

(1 + |ξ|2)
t+2s
2 Fξ(χs,mf)(ξ, η)

]

|pdξ <∞.
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Then

‖Ak,i1,...,ik
m,s f‖Ht+2s,p(Rn) ≤ cm,kn,s

∫

Sn−1

[∫

Rn

|F−1
[

(1 + |ξ|2)
t+2s
2 Fξ(χs,mf)(ξ, η)

]

|pdξ

]
1

p

dSη,

‖A0
m,sf‖Ht+2s,p(Rn) ≤ cm,0n,s

∫

Sn−1

[
∫

Rn

|F−1
[

(1 + |ξ|2)
t+2s
2 Fξ(χs,mf)(ξ, η)

]

|pdξ

]
1

p

dSη,

where Fξ denotes the Fourier transform with respect to ξ variable and 1 ≤ k ≤ m.

Proof. We recall m + 1 averages of the fractional divergent beam ray transform χs,mf for an
m-tensor f ∈ S(Rn;Sm(Rn)), over the sphere Sn−1 as

(χs,mf)(x, ξ) =

∫ ∞

0

t2s−1fi1···im(x+ tξ)ξi1 · · · ξim dt

and
(

Ak,i1,...,ik
m,s f

)

(x) = cm,kn,s

∫

Sn−1

ξi1 · · · ξik(χs,mf)(x, ξ)dSξ.

where x ∈ Rn and ξ ∈ Sn−1. For f ∈ S(Rn;Sm(Rn)), it is immediate from Lemma 4.1, that
χs,mf(·, η) is a smooth tempered distribution on Rn and that allows us to take Fourier transform
of χs,mf with respect to ξ variable. Applying the Fubini theorem, we notice that

F (Ak,i1,...,ik
m,s f)(ξ) =

∫

Rn

e−i〈x,ξ〉(Ak,i1,...,ik
m,s f)(x)dx

= cm,kn,s

∫

Rn

e−i〈x,ξ〉

[
∫

Sn−1

ηi1 · · · ηik(χs,mf)(x, η)dSη

]

dx

= cm,kn,s

∫

Sn−1

ηi1 · · · ηik
[
∫

Rn

e−i〈x,ξ〉(χs,mf)(x, η)dx

]

dSη

= cm,kn,s

∫

Sn−1

ηi1 · · · ηikFξ(χs,mf)(ξ, η)dSη.

We also observe using Fubini theorem that

F
−1
[

(1 + |ξ|2)
t+2s

2 F (Ak,i1,...,ik
m,s f)(ξ)

]

=

∫

Rn

ei〈ξ,τ〉(1 + |τ |2)
t+2s

2 F (Ak,i1,...,ik
m,s f)(τ)dτ

= cm,kn,s

∫

Rn

ei〈ξ,τ〉(1 + |τ |2)
t+2s

2

[
∫

Sn−1

ηi1 · · ·ηikFξ(χs,mf)(τ, η)dSη

]

dτ

= cm,kn,s

∫

Sn−1

ηi1 · · · ηik
[
∫

Rn

ei〈ξ,τ〉(1 + |τ |2)
t+2s

2 Fξ(χs,mf)(τ, η)dτ

]

dSη

= cm,kn,s

∫

Sn−1

ηi1 · · · ηik
[

F
−1
[

(1 + |ξ|2)
t+2s

2 Fξ(χs,mf)(ξ, η)
]]

dSη.

Finally, using Fubini, Minkowski integral inequality and the fact that |ηik | ≤ 1, we obtain

‖Ak,i1,...,ik
m,s f‖Ht+2s,p(Rn) = ‖J−t−2s

(

Ak,i1,...,ik
m,s f

)

‖Lp(Rn)

= ‖F−1
[

(1 + |ξ|2)
t+2s

2 F (Ak,i1,...,ik
m,s f)

]

‖Lp(Rn)

=

[
∫

Rn

|F−1
[

(1 + |ξ|2)
t+2s

2 F (Ak,i1,...,ik
m,s f)(ξ)

]

|pdξ

]
1

p

= cm,kn,s

[
∫

Rn

|

∫

Sn−1

ηi1 · · · ηik
[

F
−1
[

(1 + |ξ|2)
t+2s

2 Fξ(χs,mf)(ξ, η)
]]

dSη|
pdξ

]
1

p

≤ cm,kn,s

∫

Sn−1

[
∫

Rn

|F−1
[

(1 + |ξ|2)
t+2s

2 Fξ(χs,mf)(ξ, η)
]

|pdξ

]
1

p

dSη.
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Similarly, we can prove the estimate for operator A0
m,s. �

Theorem 5.8 (Stability for the fractional divergent beam ray transform). Let n ≥ 2 be an
integer and s ∈ (0, 1) \

{

1
2

}

. Assume f ∈ S(Rn;S1(Rn)) such that
∫

Rn

|F−1
[

(1 + |ξ|2)
t+2s

2 Fξ(χs,1f)(ξ, η)
]

|pdξ <∞.

Then there exists a constant C > 0 such that

‖f‖Ht,p(Rn;S1(Rn)) ≤ C

∫

Sn−1

[
∫

Rn

|F−1
[

(1 + |ξ|2)
t+2s

2 Fξ(χs,1f)(ξ, η)
]

|pdξ

]
1

p

dSη,

where Fξ denotes the Fourier transform with respect to ξ variable.

Proof. The proof follows from Theorem 5.7 and Theorem 5.5. �

5.2. Stability and forward estimate: 2-tensor field case. We start with the boundedness
estimates for the averaging operators as it requires to prove the stability estimates for the
averaging operators.

Theorem 5.9 (Boundedness estimate for averaging operators). Let n ≥ 2 be an integer and
s ∈ (0, 1)\

{

1
2

}

. Assume that f ∈ S(Rn;S2(Rn)). Then there exists a constant C > 0 such that

‖A0
2,sf‖Ht+2s,p(Rn;S2(Rn)) ≤ C‖f‖Ht,p(Rn;S2(Rn)), ‖A1

2,sf‖Ht+2s,p(Rn;S2(Rn)) ≤ C‖f‖Ht,p(Rn;S2(Rn))

and

‖A2
2,sf‖Ht+2s,p(Rn;S2(Rn)) ≤ C‖f‖Ht,p(Rn;S2(Rn)),

where 1 < p <∞ and t > 0.

Proof. By the Fourier inversion formula and applying Lemma 4.12, we can write

(

A0
2,sf
)

(x) = (2π)−n
∫

Rn

ei〈x,ξ〉F (A0
2,sf)(ξ)dξ

= (2π)−n
∫

Rn

ei〈x,ξ〉
[

−|ξ|−2s [Ffj1j1(ξ) + 2sF (Rj1Rj2fj1j2)(ξ)]
]

dξ

= −Tσs(fj1j1)(x)− 2sTσs (Rj1Rj2fj1j2) (x),

where σs(ξ) = |ξ|−2s and Tσs is an elliptic pseudodifferential operator of order −2s. By Theorem
2.8 and Theorem 2.2, we obtain

‖A0
2,sf‖Ht+2s,p(Rn) ≤ ‖Tσs(fj1j1)‖Ht+2s,p(Rn) + 2s‖Tσs (Rj1Rj2fj1j2) ‖Ht+2s,p(Rn)

≤ C
[

‖fj1j1‖Ht,p(Rn) + ‖Rj1Rj2fj1j2‖Ht,p(Rn)

]

≤ C‖f‖Ht,p(Rn)

(5.8)

where C depends on n, p, s. Next we estimate the term A1
2,sf in the Bessel potential spaces.

By the Fourier inversion formula and Lemma 4.12, we can write
(

A1,i1
2,s f

)

(x)

= (2π)−n
∫

Rn

ei〈x,ξ〉F (A1,i1
2,s f)(ξ)dξ

= (2π)−n
∫

Rn

ei〈x,ξ〉
[

−F
(

Ri1A
0
2,sf
)

(ξ) + |ξ|−2s [2F (Rj1fj1i1)(ξ) + F (Ri1Rj1Rj2fj1j2)(ξ)]
]

dξ

= −
(

Ri1A
0
2,sf
)

(x) + 2Tσs (Rj1fj1i1) (x) + Tσs(Ri1Rj1Rj2fj1j2)(x)
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where σs(ξ) = |ξ|−2s. Here Tσs is an elliptic pseudodifferential operator of order −2s. By
Theorem 2.8, Theorem 2.2 and (5.8), we have

‖A1,i1
2,s f‖Ht+2s,p(Rn)

≤ ‖Ri1A
0
2,sf‖Ht+2s,p(Rn) + 2‖Tσs (Rj1fj1i1) ‖Ht+2s,p(Rn) + ‖Tσs(Ri1Rj1Rj2fj1j2)‖Ht+2s,p(Rn)

≤ C
[

‖A0
2,sf‖Ht+2s,p(Rn) + ‖Rj1fj1i1‖Ht,p(Rn) + ‖Ri1Rj1Rj2fj1j2‖Ht,p(Rn)

]

≤ C(n, s)‖f‖Ht,p(Rn)

holds for all t > 0, 1 < p < ∞ and s ∈ (0, 1) \ {1
2
}. Finally by the Fourier inversion formula

and Lemma 4.12, we have
(

A2,i1,i2
2,s f

)

(x)

= (2π)−n
∫

Rn

ei〈x,ξ〉F (A2,i1,i2
2,s f)(ξ)dξ

= (2π)−n
∫

Rn

ei〈x,ξ〉[−2|ξ|−2s
Ffi1i2(ξ) + δi1i2F

(

A0
2,sf
)

(ξ)−2sF
(

Ri1Ri2A
0
2,sf
)

(ξ)

− 2s
(

F
(

Ri1A
1,i2
2,s f

)

(ξ) + F
(

Ri2A
1,i1
2,s f

)

(ξ)
)

]dξ

= −2Tσs (fi1i2) (x) + δi1i2
(

A0
2,sf
)

(x)− 2s
(

Ri1Ri2A
0
2,sf
)

(x)

− 2s
[(

Ri1A
1,i2
2,s f

)

(x) +
(

Ri2A
1,i1
2,s f

)

(x)
]

where σs(ξ) = |ξ|−2s and Tσs is an elliptic pseudodifferential operator of order −2s. By the
boundedness properties of the elliptic pseudodifferential operator, see Theorem 2.8, and the
boudedness properties of the Riesz transform, see Theorem 2.2, we have

‖A2,i1,i2
2,s f‖Ht+2s,p(Rn)

≤ 2‖Tσs (fi1i2) ‖Ht+2s,p(Rn) + ‖A0
2,sf‖Ht+2s,p(Rn) + 2s‖Ri1Ri2A

0
2,sf‖Ht+2s,p(Rn)

+ 2s‖Ri1A
1,i2
2,s f‖Ht+2s,p(Rn) + 2s‖Ri2A

1,i1
2,s f‖Ht+2s,p(Rn)

≤ 2C‖fi1i2‖Ht,p(Rn) + C‖f‖Ht,p(Rn) + 2sC‖A0
2,sf‖Ht+2s,p(Rn)

+ 2sC‖A1,i2
2,s f‖Ht+2s,p(Rn) + 2sC‖A1,i1

2,s f‖Ht+2s,p(Rn)

≤ C(n, s)‖f‖Ht,p(Rn)

holds for all t > 0, 1 < p <∞ and s ∈ (0, 1) \ {1
2
}. Hence the theorem follows. �

Theorem 5.10 (Boundedness estimate for averaging operators on Lp based Sobolev spaces).
Let n ≥ 2 be an integer and s ∈ (0, 1) \

{

1
2

}

. Assume that f ∈ H t,p(Rn;S2(Rn)). Then exists a
constant C > 0 such that

‖A0
2,sf‖Ht+2s,p(Rn;S2(Rn)) ≤ C‖f‖Ht,p(Rn;S2(Rn)), ‖A1

2,sf‖Ht+2s,p(Rn;S2(Rn)) ≤ C‖f‖Ht,p(Rn;S2(Rn))

and
‖A2

2,sf‖Ht+2s,p(Rn;S2(Rn)) ≤ C‖f‖Ht,p(Rn;S2(Rn)),

where 1 < p <∞ and t ≥ 0. Moreover, the operator norm ‖Ak
2,s‖Ht,p→Ht+2s,p ≤ C, where C > 0

is constant, k = 0, 1, 2 and the operator norm is defined as

‖Ak
2,s‖Ht,p→Ht+2s,p := sup

f∈Ht,p(Rn;S2(Rn)), f 6=0

‖Ak
2,sf‖Ht+2s,p(Rn;S2(Rn))

‖f‖Ht,p(Rn;S2(Rn))

.

Proof. Since S(Rn;S2) is dense in H t,p(Rn;S2(Rn)), for any given f ∈ H t,p(Rn;S2(Rn)) there
exists a sequence {fk} ∈ S(Rn;S2) such that fk converges to f in H t,p(Rn;S2(Rn)) topology.
By Theorem 5.1, sequence {A0

2,sfk} (k = 1, 2, · · · ) is a Cauchy sequence in H t,p(Rn;S2(Rn))

and hence it converges to some g ∈ H t,p(Rn;S2(Rn)). For f ∈ H t,p(Rn;S2(Rn)), we now define
A0

2,sf := g. It is now easy to check that the definition of averaging operator on Sobolev spaces
is well-defines and the operator satisfies the required boundedness estimate for the vector fields
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with Sobolev class. Estimates corresponding to the other averaging operators follow by the
similar argument. �

Theorem 5.11 (Lp − Lq Boundedness estimate for averaging operators). Let n ≥ 2 be an
integer and s ∈ (0, 1) \

{

1
2

}

. Assume that f ∈ S(Rn, S2(Rn)). Then there exists a constant
C > 0 such that

(5.9) ‖A0
2,sf‖Lq(Rn) ≤ C‖f‖Lp(Rn), ‖A1

2,sf‖Lq(Rn) ≤ C‖f‖Lp(Rn),

and

‖A2
2,sf‖Lq(Rn) ≤ C‖f‖Lp(Rn),

where p and q satisfy 1
q
= 1

p
− 2s

n
and C = C(s, n) be a positive constant depending on n and s.

Proof. Let f = (fi1i2)
n
i1,i2=1 be a symmetric 2-tensor field such that f ∈ S(Rn, S2(Rn)). In view

of Lemma 4.12, we have

(5.10) F
(

A0
2,sf
)

(y) = −|y|−2s [Ffj1j1(y) + 2sF (Rj1Rj2fj1j2)(y)]

holds for all s ∈ (0, 1)\
{

1
2

}

and y ∈ Rn \ {0}. Combining (2.11) together with applying inverse
Fourier transform on the equation (5.10), we have

A0
2,sf(y) = −F

−1
[

|y|−2s
Ffj1j1(y)

]

− 2sF−1
[

|y|−2s
F (Rj1Rj2fj1j2)(y)

]

= −(−∆)−sfj1j1 − 2s(−∆)−s (Rj1Rj2fj1j2)

= −I2s (fj1j1)− 2sI2s (Rj1Rj2fj1j2) .

Since, the Riesz potential is bounded from Lp to Lq, see (2.10), and the Riesz transform
Rj : L

p(Rn) → Lp(Rn), 1 < p <∞ is bounded, it is immediate to see that

‖A0
2,sf‖Lq(Rn) ≤ C‖I2s (fj1j1) ‖Lq(Rn) + 2s‖I2s (Rj1Rj2fj1j2) ‖Lq(Rn)

≤ C‖fj1j1‖Lp(Rn) + 2sC‖Rj1Rj2fj1j2‖Lp(Rn)

≤ C‖f‖Lp(Rn) + 2sC‖f‖Lp(Rn)

= C(1 + 2s)‖f‖Lp(Rn),

where p, q satisfy 1
q
= 1

p
− 2s

n
and C depends on n. To provide an estimate for other averaging

operators, let us recall the expression for A1
2,sf for Lemma 4.12:

F
(

A1,i1
2,s f

)

(y)

= −F
(

Ri1A
0
2,sf
)

(y) + |y|−2s [2F (Rj1fj1i1)(y) + F (Ri1Rj1Rj2fj1j2)(y)] .

Taking the inverse Fourier transform to the above identity, we have

A1,i1
2,s f = −Ri1

(

A0
2,sf
)

+ F
−1
[

|y|−2s [2F (Rj1fj1i1)(y) + F (Ri1Rj1Rj2fj1j2)(y)]
]

= −Ri1

(

A0
2,sf
)

+ 2(−∆)−s (Rj1fj1i1) + (−∆)−s (Ri1Rj1Rj2fj1j2)

= −Ri1

(

A0
2,sf
)

+ 2I2s (Rj1fj1i1) + I2s (Ri1Rj1Rj2fj1j2) .
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By the boundedness properties of Riesz potential operator and Riesz transform, we infer that

‖A1
2,sf‖Lq(Rn) =

n
∑

i1=1

‖A1,i1
2,s f‖Lq(Rn)

≤

n
∑

i1=1

‖Ri1

(

A0
2,sf
)

‖Lq(Rn) +

n
∑

i1,j1=1

‖I2s (Rj1fj1i1) ‖Lq(Rn)

+

n
∑

i1,j1,j2=1

‖I2s (Ri1Rj1Rj2fj1j2) ‖Lq(Rn)

≤ C‖A0
2,sf‖Lq(Rn) + 2C

n
∑

i1,j1=1

‖Rj1fj1i1‖Lp(Rn) + C
n
∑

i1,j1,j2=1

‖Ri1Rj1Rj2fj1j2‖Lp(Rn)

≤ C(1 + 2s)‖f‖Lp(Rn) + 2C

n
∑

i1,j1=1

‖fj1i1‖Lp(Rn) + C

n
∑

j1,j2=1

‖fj1j2‖Lp(Rn)

≤ C(1 + 2s)‖f‖Lp(Rn).

Finally to estimate the term A2
2,sf , we recall from Lemma 4.12, that

F
(

A2,i1i2
2,s f

)

(y) = −2|y|−2s
Ffi1i2(y) + δi1i2F

(

A0
2,sf
)

(y)−2sF
(

Ri1Ri2A
0
2,sf
)

(y)

− 2s
(

F
(

Ri1A
1,i2
2,s f

)

(y) + F
(

Ri2A
1,i1
2,s f

)

(y)
)

.

Taking inverse Fourier transform to the above identity, we get

A2,i1i2
2,s f = −2F−1

[

|y|−2s
Ffi1i2(y)

]

+ δi1i2
(

A0
2,sf
)

(y)−2s
(

Ri1Ri2A
0
2,sf
)

(y)

− 2s
[(

Ri1A
1,i2
2,s

)

f(y) +
(

Ri2A
1,i1
2,s f

)

(y)
]

= −2(−∆)s (fi1i2) (y) + δi1i2
(

A0
2,sf
)

(y)−2s
(

Ri1Ri2A
0
2,sf
)

(y)

− 2s
[(

Ri1A
1,i2
2,s

)

f(y) +
(

Ri2A
1,i1
2,s f

)

(y)
]

.

By the boundedness properties of Riesz potential operator and Riesz transform, we get

‖A2
2,sf‖Lq(Rn) =

n
∑

i1,i2=1

‖A1,i1,i2
2,s f‖Lq(Rn)

≤ 2
n
∑

i1,i2=1

‖I2s(fi1i2)‖Lq(Rn) +
n
∑

i1,i2=1

‖A0
2,sf‖Lq(Rn) + 2s

n
∑

i1,i2=1

‖Ri1Ri2A
0
2,sf‖Lq(Rn)

+ 2s
n
∑

i1,i2=1

[

‖Ri1A
1,i2
2,s ‖Lq(Rn) + ‖Ri2A

1,i1
2,s f‖Lq(Rn)

]

≤ 2C

n
∑

i1,i2=1

‖fi1i2‖Lp(Rn) + n2‖A0
2,sf‖Lq(Rn) + 2sC

n
∑

i1,i2=1

‖A0
2,sf‖Lq(Rn)

+
n
∑

i1,i2=1

[

‖A1,i2
2,s ‖Lq(Rn) + ‖A1,i1

2,s f‖Lq(Rn)

]

≤ C‖f‖Lp(Rn) + C(1 + 2s)‖f‖Lp(Rn) + Cs(1 + 2s)n2‖f‖Lp(Rn) + Csn‖f‖Lq(Rn)

= C(s, n)‖f‖Lp(Rn)

where C(s, n) be a positive constant depending on n and s and p, q satisfy 1
q
= 1

p
− 2s

n
. �

Theorem 5.12 (Boundedness estimate for averaging operators on Lp − Lq based Sobolev
spaces). Let n ≥ 2 be an integer and s ∈ (0, 1)\

{

1
2

}

. Assume that f ∈ H t,p(Rn, S2(Rn)). Then
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there exists a constant C > 0 such that

‖A2
2,sf‖Ht,q(Rn) ≤ C‖f‖Ht,p(Rn), ‖A1

2,sf‖Ht,q(Rn) ≤ C‖f‖Ht,p(Rn)

and

‖A0
2,sf‖Ht,q(Rn) ≤ C‖f‖Ht,p(Rn)

where p and q satisfy 1
q
= 1

p
− 2s

n
and t ≥ 0.

Proof. The proof follows from interpolation argument, Theorem 5.11 and argument similar to
the proof of Theorem 5.4. �

Now, we begin with the stability estimates for the averaging operators for Schwartz class
2-tensor fields and Sobolev class tensor fields.

Theorem 5.13 (Stability for averaging operator). Let n ≥ 2 be an integer and s ∈ (0, 1)\
{

1
2

}

.
Assume that f ∈ S(Rn;S2(Rn)). Then there exists a constant C > 0 such that

‖f‖Ht,p(Rn;S2(Rn))

≤ C(n, s)
[

‖A2
2,sf‖Ht+2s,p(Rn;S2(Rn)) + ‖A1

2,sf‖Ht+2s,p(Rn;S2(Rn)) + ‖A0
2,sf‖Ht+2s,p(Rn;S2(Rn))

]

,

holds for all 1 < p <∞, t > −2s.

Proof. Recall from Lemma 4.12, for ∈ (0, 1) \
{

1
2

}

and y ∈ Rn \ {0}, we have

F
(

A2,i1i2
2,s f

)

(y) = −2|y|−2s
Ffi1i2(y) + δi1i2F

(

A0
2,sf
)

(y)−2sF
(

Ri1Ri2A
0
2,sf
)

(y)

− 2s
(

F
(

Ri1A
1,i2
2,s f

)

(y) + F
(

Ri2A
1,i1
2,s f

)

(y)
)

.

By Minkowski inequality, we obtain

‖f‖Ht,p(Rn;S2(Rn)) =

n
∑

i1,i2=1

‖fi1,i2‖Ht,p(Rn)

=
n
∑

i1,i2=1

‖J−tfi1,i2‖Lp(Rn) =
n
∑

i1,i2=1

‖F−1[(1 + |ξ|2)
t
2Ffi1,i2]‖Lp(Rn)

≤ C
n
∑

i1,i2=1

[‖F−1[(1 + |ξ|2)
t
2 |ξ|2sF (A2,i1i2

2,s f)]‖Lp(Rn) + ‖F−1[(1 + |ξ|2)
t
2 |ξ|2sδi1i2F

(

A0
2,sf
)

]‖Lp(Rn)

+ ‖F−1[(1 + |ξ|2)
t
2 |ξ|2sF

(

Ri1Ri2A
0
2,sf
)

]‖Lp(Rn) + ‖F−1[(1 + |ξ|2)
t
2 |ξ|2sF

(

Ri1A
1,i2
2,s f

)

]‖Lp(Rn)

+ ‖F−1[(1 + |ξ|2)
t
2 |ξ|2sF

(

Ri2A
1,i1
2,s f

)

]‖Lp(Rn)]

:= C
n
∑

i1,i2=1

[I + II + III + IV + V ].

We will now estimate all the above terms one by one. Taking α = 2s, φ = A2,i1i2
2,s f in the

identity (5.1) and boundedness properties of the fractional Laplace operator (see (2.12)), we
get

I = ‖F−1[(1 + |ξ|2)
t
2 |ξ|2sF (A2,i1i2

2,s f)]‖Lp(Rn)

= ‖F−1[(1 + |ξ|2)
t
2F
(

(−∆)s
(

A2,i1i2
2,s f

))

]‖Lp(Rn) = ‖J−t
(

(−∆)s
(

A2,i1i2
2,s f

))

‖Lp(Rn)

= ‖(−∆)s
(

A2,i1i2
2,s f

)

‖Ht,p(Rn) ≤ C‖A2,i1i2
2,s f‖Ht+2s,p(Rn).
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Similarly, taking α = 2s, φ = A0
2,sf in the identity (5.1) and boundedness properties of the

fractional Laplace operator (see (2.12)), we get

II = ‖F−1[(1 + |ξ|2)
t
2 |ξ|2sδi1i2F

(

A0
2,sf
)

]‖Lp(Rn)

= ‖F−1[(1 + |ξ|2)
t
2 δi1i2F

(

(−∆)s
(

A0
2,sf
))

]‖Lp(Rn) ≤ ‖J−t
(

(−∆)s
(

A0
2,sf
))

‖Lp(Rn)

= ‖(−∆)s
(

A0
2,sf
)

‖Ht,p(Rn) ≤ C‖A0
2,sf‖Ht+2s,p(Rn).

Similarly, taking α = 2s, φ = Ri1Ri2A
0
2,sf in the identity (5.1) together with Theorem 2.6 and

Theorem 2.2, we get

III = ‖F−1[(1 + |ξ|2)
t
2 |ξ|2sF

(

Ri1Ri2A
0
2,sf
)

]‖Lp(Rn)

= ‖F−1[(1 + |ξ|2)
t
2 F
(

(−∆)s
(

Ri1Ri2A
0
2,sf
))

]‖Lp(Rn)

= ‖J−t
(

(−∆)s
(

Ri1Ri2A
0
2,sf
))

‖Lp(Rn) = ‖(−∆)s
(

Ri1Ri2A
0
2,sf
)

‖Ht,p(Rn)

≤ C‖Ri1Ri2A
0
2,sf‖Ht+2s,p(Rn) ≤ C‖A0

2,sf‖Ht+2s,p(Rn), for all t > −2s, 1 < p <∞.

Similarly, taking α = 2s, φ = Ri1A
1,i2
2,s f in the identity (5.1) together with Theorem 2.6 and

Theorem 2.2, we get

IV = ‖F−1[(1 + |ξ|2)
t
2 |ξ|2sF

(

Ri1A
1,i2
2,s f

)

]‖Lp(Rn)

= ‖F−1[(1 + |ξ|2)
t
2F
(

(−∆)s
(

Ri1A
1,i2
2,s f

))

]‖Lp(Rn)

= ‖J−t
(

(−∆)s
(

Ri1A
1,i2
2,s f

))

‖Lp(Rn) = ‖(−∆)s
(

Ri1A
1,i2
2,s f

)

‖Ht,p(Rn)

≤ C‖Ri1A
1,i2
2,s f‖Ht+2s,p(Rn) ≤ C‖A1,i2

2,s f‖Ht+2s,p(Rn), for all t > −2s, 1 < p <∞.

Finally, taking α = 2s, φ = Ri2A
1,i1
2,s f in the identity (5.1) together with Theorem 2.6 and

Theorem 2.2, we get

V = ‖F−1[(1 + |ξ|2)
t
2 |ξ|2sF

(

Ri2A
1,i1
2,s f

)

]‖Lp(Rn)

= ‖F−1[(1 + |ξ|2)
t
2 F
(

(−∆)s
(

Ri2A
1,i1
2,s f

))

]‖Lp(Rn)

= ‖J−t
(

(−∆)s
(

Ri2A
1,i1
2,s f

))

‖Lp(Rn) = ‖(−∆)s
(

Ri2A
1,i1
2,s f

)

‖Ht,p(Rn)

≤ C‖Ri2A
1,i1
2,s f‖Ht+2s,p(Rn) ≤ C‖A1,i1

2,s f‖Ht+2s,p(Rn), for all t > −2s, 1 < p <∞.

Combining all these estimates, we obtain the required result. �

Theorem 5.14 (Stability for averaging operators for Sobolev class 2-tensor fields). Let n ≥ 2
be an integer and s ∈ (0, 1) \

{

1
2

}

. Assume that f ∈ H t,p(Rn;S2(Rn)). Then there exists a
constant C > 0 such that

‖f‖Ht,p(Rn;S2(Rn))

≤ C(n, s)
[

‖A2
2,sf‖Ht+2s,p(Rn;S2(Rn)) + ‖A1

2,sf‖Ht+2s,p(Rn;S2(Rn)) + ‖A0
2,sf‖Ht+2s,p(Rn;S2(Rn))

]

,

holds for all 1 < p <∞, t > −2s.

Proof. Since S(Rn;S2(Rn)) is dense in H t,p(Rn;S2(Rn)), it follows that there exists a sequence
{fk} ∈ S(Rn;S2(Rn)) such that fk converges to f in H t,p(Rn, S2(Rn)) topology. In other words,
for ǫ > 0, there exists a natural number N such that ‖fk − f‖Ht,p(Rn;S2(Rn)) < ǫ for all k ≥ N .
Applying Minkowski inequality and Theorem 5.13, we have

‖f‖Ht,p(Rn;S2(Rn)) ≤ ‖f − fk‖Ht,p(Rn;S2(Rn)) + ‖fk‖Ht,p(Rn;S2(Rn))

≤ ǫ+ C
[

‖A2
2,sfk‖Ht+2s,p(Rn;S2(Rn)) + ‖A1

2,sfk‖Ht+2s,p(Rn;S2(Rn)) + ‖A0
2,sfk‖Ht+2s,p(Rn;S2(Rn))

]

≤ ǫ+ C[‖A2
2,sfk −A2

2,sf‖Ht+2s,p(Rn;S2(Rn)) + ‖A2
2,sf‖Ht+2s,p(Rn;S2(Rn))

+ ‖A1
2,sfk −A1

2,sf‖Ht+2s,p(Rn;S2(Rn)) + ‖A1
2,sf‖Ht+2s,p(Rn;S2(Rn))

+ ‖A0
2,sfk −A0

2,sf‖Ht+2s,p(Rn;S2(Rn)) + ‖A0
2,sf‖Ht+2s,p(Rn;S2(Rn))].
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Note that the operator norm ‖Ak
2,s‖Ht,p→Ht+2s,p ≤ C, see Theorem 5.10, where C > 0 is constant

and k = 0, 1, 2, we have

‖Ak
2,sfk −Ak

2,sf‖Ht+2s,p(Rn;S2(Rn)) ≤ ‖Ak
2,s‖Ht,p→Ht+2s,p‖f − fk‖Ht,p(Rn;S2(Rn))

≤ Cǫ, ∀ k ≥ N, k = 0, 1, 2.

Combining all the above estimates, we obtain the required result. �

Theorem 5.15 (Stability for fractional momentum ray transform). Let n ≥ 2 be an integer
and s ∈ (0, 1) \

{

1
2

}

. Assume f ∈ S(Rn;S2(Rn)) such that
∫

Rn

|F−1
[

(1 + |ξ|2)
t+2s

2 Fξ(χs,2f)(ξ, η)
]

|pdξ <∞.

Then there exists a constant C > 0 such that

‖f‖Ht,p(Rn;S2(Rn)) ≤ C

∫

Sn−1

[
∫

Rn

|F−1
[

(1 + |ξ|2)
t+2s

2 Fξ(χs,2f)(ξ, η)
]

|pdξ

]
1

p

dSη,

where Fξ denotes the Fourier transform with respect to ξ variable.

Proof. The proof follows from Theorem 5.7 and Theorem 5.13. �

6. Weighted divergent beam ray transform: Unique continuation

In this section, we discuss unique continuation principle for k-weighted divergent beam ray
transform. We show that the transform admits unique continuation type result for functions
(Theorem 6.1) but not for a general m-tensor fields (Theorem 6.4). This distinction between
fractional and k-weighted divergent beam ray transforms appears because of the fact that for the
fractional case we could use the unique continuation principle for fractional Laplacian Lemma
4.5.

Theorem 6.1. Let f ∈ S(Rn). Let U be a non-empty open subset of Rn and suppose we are
given that

Df(x, ξ) =

∞
∫

0

f(x+ tξ)dt = 0 for every x ∈ U and for all ξ ∈ R
n \ {0}.

Then f ≡ 0.

Remark 6.2. We remark that we do not need the assumption that f ≡ 0 in U . This will follow
as a consequence of the hypothesis.

Proof. We fix an x0 ∈ U . Then for x in a small enough neighborhood of x0, we have that
Df(x, ξ) = 0. Differentiating Df(x, ξ) with respect to xj and multiplying by ξj, we get,

0 = 〈ξ,∇〉Df(x0, ξ) =

∞
∫

0

ξj
∂f

∂xj
(x0 + tξ)dt =

∞
∫

0

d

dt
f(x0 + tξ)dt = −f(x0).

Hence, we have that f(x0) = 0 and since x0 was arbitrary, we have that f(x) = 0 for all x ∈ U .
Next we consider

A0
0, 1

2

f(x) =

∫

Sn−1

Df(x, ξ)dξ =

∫

Sn−1

∞
∫

0

f(x+ tξ)dtdξ

=

∫

Rn

f(z)
1

|x− z|n−1
dz = f ∗

1

| · |n−1
(x).
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We note that A0
0, 1

2

f we have obtained here is exactly the normal operator of the ray transform

of f (up to a factor of 2). Since A0
0, 1

2

f(x) vanishes for x ∈ U and f vanishes on U as well, using

the unique continuation result for the ray transform of functions [13], we have that f ≡ 0. �

Remark 6.3. A unique continuation type result, analogous to the theorem above for divergent
beam ray transform of vector fields (or any other symmetric m-tensor field) cannot hold. This
can be seen as follows for the case of vector fields. Consider a non-empty open set U . Construct
a compactly supported smooth function v with support in the complement of U . Let the vector
field f = dv. Then for any ray starting from U , we have the divergent beam ray transform of
f is 0, but f is non-zero.

Theorem 6.4. Let f ∈ S(Rn;Cn) be a vector field and suppose Df(x, ξ) = 0 for all x ∈ U ,
where U is a non-empty open subset of Rn. Then f = dv for some smooth function v satisfying
|v| → 0 as |x| → ∞, and v ≡ 0 in U .

Proof. By using Theorem 1.2, we have that f ≡ 0 in U . Hence, curl(f) ≡ 0 in U . Also, the
following averaging operator gives:

A1,i

1, 1
2

f(x) =

∫

Sn−1

ξi

∞
∫

0

fj(x+ tξ)ξjdtdξ =

∫

Rn

fj(z)
(xi − zi)(xj − zj)

|x− z|n+1
dz.

This is exactly the normal operator corresponding to the ray transform (modulo a constant).
Since this vanishes in U , using the unique continuation result already proved in [14], we have
that curl(f) ≡ 0. By the Helmholtz decomposition, we have that f ≡ dv with v vanishing at
∞.

It remains to show that v ≡ 0 in U . This can be established by the fact that Df(x, ξ) = 0 for
x ∈ U would give v(x) = 0 for each x ∈ U , by the fundamental theorem of calculus. �

Remark 6.5. We note that A0
1, 1

2

f , the zeroth average (unlike the fractional case) does not

give any additional information, since using the first average, we have already established that
f = dv, and hence the zeroth average is identically 0.
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